Connection optimisation for two types of

videoconference
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Abstract: The connection optimisation problem
for two types of multipoint videoconferences is
formulated. The first type is called a selectable
media conference. In this type each conferee can
choose to receive a particular video composition.
In the second type, called a common media
conference, only one composite video is generated
for all conferees in this type of conference.
Algorithms that use a combination of look-up
table and online processing are designed for
computation of the optimal paths for connecting
the conference sites. The blocking probabilities
for these two types of videoconference in fully
connected networks are derived and compared.
The sensitivity of network throughput to
conference-size distribution is also studied.

1 Introduction

Multipoint videoconference service allows users to con-
duct meetings without leaving offices. Sitting in front
of their workstations or PCs, users can see each other
via real-time videos and talk and listen via real-time
audios. Public videoconference services have been pro-
vided in a number of countries for more than a decade
[1]. However, this service is still unpopular because of
its inconvenience in the sense that a user has to go to a
public studio and that the meeting time most often has
to be prescheduled. With the widespread laying of opti-
cal fibres which eventually might reach every office and
home, the advances in image compression technology
and the fall in hardware costs, videoconference services
will become increasingly affordable in the near future.
Studies on the systems and human factor aspects of
videoconferencing include the work by Watanabe et al.
[2] who classified and analysed teleconference systems
and reviewed the technologies that are vital to telecon-
ferencing. Several types of multipoint videoconference
systems were proposed in [3-7]. To maintain the con-
tinuous presence of all conferees, the possible terminal
configurations fall into two main categories: those
employing multiple monitors and those using a single
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monitor screen with segmented windows. On the net-
work side, Ferguson and Mason [8] studied the design
of optimal network topologies for multipoint videocon-
ferences. Liao and Roberts [1] proposed a traffic model
for a videoconference service where the users make res-
ervation in advance and the conferences are between
two studios.

The effectiveness of the videoconference service
depends on how much it can emulate a face-to-face
meeting. Audio should be unconstrainted because it
occupies relatively small transmission bandwidth. On
the other hand, transmission of good-quality com-
pressed video requires much larger bandwidth (e.g.
1.5Mbit/s or more). The finding of good connection
paths for a conference therefore is one of the most
important problems in the design of a videoconference
system. In this paper we describe two types of video-
conference, namely with selectable media and with
common media, and propose algorithms for determin-
ing the optimal connection paths for both types. The
blocking probabilities of these two types of videocon-
ferences in fully connected networks are also derived.

2 Videoconference services

2.1 The service

Videoconference calls can be classified into presched-
uled calls and on-demand calls. Prescheduled calls
require users to make reservations in advance. Access
conflicts can be resolved in advance and efficient sched-
uling of channel usage can be done. On-demand calls,
on the other hand, require immediate seizure of the
necessary communication resources in the same way
that telephone calls do. The determination of the con-
nection paths must also be done in real time.

There are various ways to present video images of
conferees at different locations. A promising method is
to use one monitor with segmented windows [4, 8, 9]
such that each window displays the video captured at
each conference site. Using this method, each confer-
ence site only needs one monitor. The network pro-
vides a conference bridge for each conference. The
conference bridge collects video and audio signals from
each conference site, mixes the audio signals synthesises
the composite video signals and distributes the result-
ing video and audio signals to the conference sites. By
providing a conference bridge for each conference, each
conference site needs only one incoming channel to
receive one composite video showing the video images
of all the conferees and it need not perform video and
audio processing. This results in lower communication
as well as processing costs.

133



We consider two types of conferences called selecta-
ble media conferences and common media conferences.
For a selectable media conference, each conferee can
choose to receive a particular video composition.
Fig. la shows an example in which conferees A and C
of the same conference choose to receive different video
compositions. In a selectable media conference, each
conference site requires a dedicated incoming channel
and the conference bridge must have sufficient process-
ing power to synthesise one composite video for each

conference site.
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Fig.1 Examples of selectable media and common media conferences

a Selectable media conference: individual conferee can change the layouts at
will

(1) Composite video for conferee A who is intending to see conferee D

(if) Composite video for conferee C who chooses to see conferee B

b Common media conference: same composite video is received by all confer-
ces: two examples of window layout

For a common media conference, all conferces
receive the same composite video. Fig. 1b shows two
examples of common media conferences. In a common
media conference, the conference bridge can multicast
one composite video to all the conference sites and
hence requires less bandwidth than the selectable media
conference. Moreover, the conference bridge only needs
to synthesise one composite video for each conference
(i.e. smaller bridge cost).
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Fig.2 Internal structure of processing node

CB: conference bridge

M: Max. number of conference sites of each conference
J: number of input/output channels of a node
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2.2 The networks

The videoconference service is provided by a packet
switched network. Let there be N nodes in the network
and let a subset of these nodes be called processing
nodes. Each processing node is equipped with a
number of conference bridges. Fig. 2 shows the inter-
nal structure of a processing node. The conference
bridge collects the video and voice packets from the
conference sites, processes them, and distributes the
processed packets to the conference sites via a switch-
ing kernel. For a common media conference, the proc-
essed packets are multicast to all the conference sites.
Therefore the switching kernel must support point-to-
multipoint transmission (e.g. embed a copy network in
a Banyan network [10] or use the shared-media video
switch proposed in [11].

The videos from all the conference sites are com-
pressed, packetised and statistically multiplexed onto
the network links. Each network link can be character-
ised in terms of the number of logical video channels
by known statistical techniques [12, 13], which need as
inputs the calibrated video quality in terms of packet
loss statistics. For example, if we apply the video cod-
ing algorithm recommended in CCITT H.261 to com-
press a typical head-and-shoulder video frame
sequence, the resulting source bit rate can be charac-
terised by a eight-state Markov chain with mean
[.57Mbit/s and standard deviation 0.41Mbit/s [23]. If
the data rate of each link is 100 Mbit/s, then a link can
support 56 logical video channels to ensure a packet
loss probability 0.0001.

The conference sites are connected to the conference
bridge through certain network links. This connection
can be either fixed or changed dynamically (e.g. for
load balancing).

3 Connection optimisation

Each conference site forwards its video/voice packets
to the conference bridge via a connection path. Let the
set of all connection paths from the conference sites to
the conference bridge be called an inbound connection.
Conferees receive composite videos through connec-
tion paths fanning out from the conference bridge. Let
this set of paths be called the outbound connection. In
this Section we determine the optimal inbound and
outbound connections such that the total number of
channels required is minimised (i.e. the total routing
cost is minimised).

3.1 Selectable media conferences

For selectable media conferences, the optimal inbound
and outbound connections, i.e. those with the mini-
mum number of channels, have the same topology.
Let V" be the set of nodes in the network, 4 be the set
of processing nodes and 4| be the number of clements
in A. For a particular conference, let the network
nodes with one or more conference sites connected be
called conference nodes. Note that the conference
bridges are only located in the processing nodes and
the optimal conference bridge need not be located at a
conference node. Therefore we need to enumerate all
the nodes in 4 to determine the optimal conference
bridge location. Given the locations of the conference
sites, the subroutine CB(i) gives the sum of the short-
est path lengths connecting node i and the conference
sites. The algorithm for determining the optimal
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connection paths for selectable media conferences or
the SM algorithm is

SM algorithm

input : locations of the conference sites

output : the optimal conference bridge location C

1. min ¢ o

2. FORi=1TO N DO

3. IF (ie A) and (CB(i) < (min) THEN min < CB
(i) and C « i

After the optimal conference bridge location is deter-

mined, the optimal connection paths can then be con-

structed by connecting the conference sites to node C

by the shortest paths.

Subroutine CB(i) is executed a total of |4] times. In
each execution a fixed number (equal to the number of
conference nodes in the conference concerned) of short-
est paths need to be found. If Dijkstra’s shortest path
algorithm of time complexity O(N?) [14] is used, the
time complexity of the SM algorithm is O(N?) as 4] <
N.

For on-demand calls, a fast determination of the
optimal connection path at call set-up time is required.
For a network with a large number of possible confer-
ence sites it would not be feasible to store in tables all
possible connection patterns. A combination of table
look-up and online processing to reduce the computa-
tion time should therefore be used. In the SM algo-
rithm, subroutine CB(i) finds the shortest path lengths
between node i and all other conference nodes. These
shortest paths can be computed offline and stored
in tables. For a network with N nodes, there are
(N? — N)/2 shortest paths between all node pairs. With
these tables available, the SM algorithm has a time
complexity of O(N).

3.2 Common media conferences

All conferees of a common media conference receive
the same composite video. The inbound connection,
through which the conferees forward video/voice pack-
ets to the conference bridge, is the same as that for
selectable media conferences. The outbound connec-
tion, on the other hand, is a Steiner tree (or a multicast
tree) [15, 16] through which the conference bridge mul-
ticasts the processed packets to the conferees. Fig. 3
shows an example of inbound and outbound connec-
tions for a common media conference when all nodes
of the network are processing nodes.

The optimal conference bridge location must be
found before determining the optimal connection
paths. Since a conference bridge need not be located at
a conference node, we need to check all processing
nodes to determine the optimal location of the confer-
ence bridge. The search can be performed as follows.
Let 7" be the minimum Steiner tree connecting a given
set of conference nodes D. As the topology of T" is
invariant when any processing node in the minimum
Steiner tree 7" (i.e. any node in 7" N A) assumes the
role of conference bridge, the determination of the
optimal conference bridge location can be divided into
two stages. The first stage is to determine the Steiner
tree 7", select the best conference bridge location
among the processing nodes in 7° and compute the
number of channels in the resulting inbound and out-
bound connections. The second stage is to enumerate
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the processing nodes that have not been checked in
stage 1 (i.e. enumerate all the processing nodes which
are not included in the Steiner tree T7) for conference
bridge locations. In each enumeration the Steiner tree
connecting the conference nodes and the conference
bridge is determined and the number of channels
needed in the resulting inbound and outbound connec-
tions is computed.

Let Steiner(D) be a subroutine that finds a minimum
Steiner tree connecting the given set of conference
nodes D and has as outputs the set of Steiner tree
nodes 7,4 and edges Ty, As the determination of the
minimum Steiner tree is NP-complete [17], finding an
optimal solution is feasible only when the number of
conference nodes is small (say, no more than five [16]).
In this case, the optimal algorithm proposed in [16] can
be used for Steiner(D). When the number of conference
nodes is large a good heuristic should be used. In par-
ticular, a fast heuristic should be used for ondemand
conferences but a more elaborate heuristic can be used
for prescheduled conferences. In addition, any multi-
cast assumption will only affect Steiner(D) but will not
affect the procedures for connection optimisation.
Therefore when we need to incorporate different multi-
cast assumption we only need to modify Steiner(D).
The following algorithm summarises the procedures.
Lines 1-6 perform the first stage and lines 7-15 per-
form the second stage.

CM algorithm

input :  set of conference nodes

output : optimal conference bridge location C,
set of nodes Thoqe and edges Teqge

in outbound connection

1. call Steiner(D);

2. min ¢ oo

3. FORi=1TO N DO

4. IF nodeie AN T,y THEN

5. IF CB(i) < min THEN min < CB(i) and C « i;
6. min <« |T,qq| + min;

7. FORi=1TO N DO

8 IF nodeie 4 - T,,;, THEN

9

BEGIN
10. D « D v { node i};
11. call Steiner(D);
12. X  |Togell + CB(D);
13. IF x < min THEN min < x and C « i
14. D « D—{node i};
15. END.

To summarise, the inbound connection is the set of
shortest paths connecting the conference sites to node
C and the outbound connection is the tree defined by
Tnade and Tedge’

Subroutine CB(i) is executed |7}z times in the first
stage and |4 — T4l times in the second stage. Since
| Todel € N and |4 — T,,4] < N, the total execution time
involving CB(i) is O(V°). Subroutine Steiner(D) is exe-
cuted once in the first stage and |4 — 7,4/ times in the
second stage. If Prim’s minimum spanning tree heuris-
tic of time complexity O(N?) [15] is used for Steiner(D),
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the total execution time involving Steiner(D) is O(N?).
Combining, the time complexity of the CM algorithm
is found to be O(N?).

conference
sites bridge
Vs

channel @/

conference
“ node
™~ ron-confererce
node

c
Fig.3 Inbound and outbound connections for common media conference
a Locations of conferees
b minimum inbound connection
¢ minimum outbound connection
d optimal connection path

For ondemand calls, a combination of table lookup
and online processing can be used. Recall that subrou-
tine CB(i) gives the sum of the shortest path lengths
connecting node i and the conference sites. There are
(N? — N)/2 shortest paths between all node pairs and
they can easily be computed and stored in tables. Sub-
routine Steiner(D) gives a Steiner tree connecting all
the involved conference nodes and the processing node.
Let R be the maximum number of involved conference
nodes in any conference. Then the resulting number of

Steiner trees is
R+1
> (Y
1

i=2

Table 1 shows this number for different R and N. Prac-
tically, R would not be very large, say in the order of
five or less. Therefore computing and storing all the
optimal Steiner trees should not be a problem provided
N is not larger than say, 30. If all Steiner trees for con-
necting a small number of nodes are stored, larger size
Steiner trees can be derived from a fast heuristic such
as Prim’s minimum spanning tree heuristic [15] or heu-
ristic C in [16]. Note that the solutions given by heuris-
tic C in [16] can be progressively improved. Hence, the
optimality of the Steiner trees stored in memory can be
progressively improved.

4 Performance analysis

The analysis of multipoint videoconference service in a
general network appears to be very difficult and no
known effective analytical technique is available. In
this Section we restrict our attention to fully connected
networks where all nodes are processing nodes. In the
analysis the usual Poisson arrival of calls and the expo-
nentially distributed holding time assumptions are
made. Only the analysis for selectable media confer-
ences is given. For common media conferences, simplex
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channels instead of full duplex channels are allocated
and the derivation of blocking probabilities is similar
to that for selectable media conferences. The details
can be found in [18].

Table 1: Number of Steiner trees

Steiner trees

7 N =20 N=30 N=40 N =50

3 6.175x10°  3.190x10* 1.021x10° 2.511x10°
4 2.168x10*  1.744x10° 7.601x10° 2.370 x 108
5 6.044 x 104  7.682x10° 4.598%x10° 1.826x% 107
6 1.380x 10°  2.804x 10°  2.324 x 107 1.181 x 108
7 2.639x10° 8.657x10° 1.001x10®° 6.550x 108
8 4.319x10° 2.296x107 3.736x10®  3.160 x 10°
9 6.166 x 105  5.301x 107  1.221x10° 1.343 x 10"
10 7.846 x 10° 1.076 x 108 3.533x10° 5.079x 10"

For a selectable media conference it can be proved
that the optimal conference bridge is located at the
node with the largest number of conferees attached.
For a common media conference the minimum Steiner
tree is constructed by connecting the conference nodes
directly and hence the optimal conference bridge is also
located at the conference node with the largest number
of conferees. We denote the strategy which places the
conference bridge at its optimal location the optimal
strategy. For comparison, we also consider an alternate
strategy in which the conference bridge is located at the
call initiating node.

We model the conference calls as customers, the net-
work links as facilities, and the channels in each link as
servers. Since the number of conferees and the loca-
tions of the conferees in each conference are random
variables the arrival of a conference call would mean a
customer requesting a simultaneous possession of a
random number of servers from several facilities. Kelly
[19] investigated the blocking probability in circuit
switched networks where each customer requests a
fixed number of channels from a set of links. By
decomposing the conference traffic (as explained in the
following Section), Kelly’s result can be applied to allo-
cate a random number of servers. However, Kelly’s
model requires the enumerations of all possible paths
in the networks, which is upper bounded by 2* where x
1s the total number of links in the network. Therefore
for any nontrivial network this approach cannot lead
to numerical results. We observe that a properly
designed videoconference service should have a low
blocking probability, say no more than 10-2. Under this
condition the link occupancies can be assumed to be
independent [20] and the maximum number of state
variables can be reduced from a set of 2* variables to x
independent sets of (M — 1) variables, where M is the
maximum allowable number of conferees in a confer-
ence. The following is a derivation of the blocking
probabilities for the reduced state space model.

In the network, let b, b,, ... be the total number of
conference subscribers at node 1, node 2, ..., and let the
b;s be sufficiently large so that the arrivals of confer-
ence calls can be well approximated by a Poisson proc-
ess just like that in the analysis of a telephone system.
When the channel facilities are not all available for a
conference call, this call is blocked and does not return.
Define conference size W as the total number of confer-
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ees in a conference and let the distribution of W be
denoted as w; = P[W = i] (where { = 2, 3, ..., M) and be
known. Knowledge of this distribution is necessary for
a complete specification of the input traffic.

4.1 Analysis of alternate strategy

4.1.1 Decomposition of arrival process: The
conferences initiated at a particular node, say node p,
may involve conferees at the other nodes and thus may
demand channels on the links connected to node p. Let
kp be the arrival rate of conferences initiated at node p,
Poisson[A,] denotes a Poisson process with rate A, and
let 3,(§) be the probability that a conference initiated at
node p involves i conferees at node q. We decompose
Poisson [A,] into M — 1 processes Poisson [A,B,(1)],
Poisson [MBy(2)], ..., Poisson[\,B (M — 1)] [21], where
each arrival of Poisson[A,B,(i)] requests i channels on
link pg. This decomposition is illustrated in Fig. 4.
Since a conference may be initiated at node p or node
g, both Poisson[A,] and Poisson [A,] would load traffic
on link pg Fig. 4. As arrivals of both Poisson[A,B(1)]
and Poisson[AB,(i)] demand i channels on link pg, one
can aggregate [21] these two processes to form Pois-

sonfA,(9)] where qu(i) = A,B,(0) + ABy30).

d| node
@ q

those requesting!channel

those requesting 2 channels conferences

. initi%ted at
: node q
thoserequesﬁngM-]channels)/

Fig.4 Decomposition of conference traffic

conferences
initated at
nodep

4.1.2 Derivation of Bg(i): Let all conferees have
equal community interest on all the others. Then the
probability v, that a conferee is located at node ¢ is Y,
= by/Z b, The probability B,(i) is

Be(i)=) (8 Z 1)%(1—%)5‘1‘%3,, i=0,1,2, ..

s=it1

GM-1

where M is the maximum allowable number of confer-
ees in a conference and w; = 0.

4.1.3 Link occupancy distribution: The channel
occupancy on link pg can be described by the state vec-
tor fi,, = (my, my, ..., nyy) where n; is the number of
ongoing conferences on link pg occupying i channels
each. The dependency of n; on p and ¢ is dropped for
simplicity. Let 1/u be the mean conference duration
and L,, be the number of logical full-duplex channels
on link pqg. Since the total number of occupied channels
on link pg cannot be larger than L, the set A,, of
admissible states on link pgq is

q>

M=1
Apg = { fipg| Y jn; < Lpg
j=1
The state probability P[ii,,] is given by a product form
solution [19]

“M—1
- C prt Py Pr—1
P[npq] = P9 nql nal "7 mppoq!

g € Apg
otherwise
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where p; is defined as A, (:)/u (the dependency of p; on
p and ¢ is also omitted here for simplicity) and Cpq isa
normalisation constant and can be computed in the
usual way [21]. Let N[,q be the channel occupancy on
link pg. The distribution of N,,, can be expressed as

P[Npq =k] = Z P[] (1)
Z]’n;:k

For the special case where there are only two conferees
in all conferences eqn. 1 is reduced to the Erlang B for-
mula.

4.1.4 Blocking probability: For a particular con-
ference, let k; be the number of conferees located at
node i and k = (ky, k», ..., ky) be the distribution of
conferees in the network. A conference call is blocked
when at least one of the involved links does not have
sufficient free channels. Given that a conference initi-
ated at node p has s conferees, the blocking probability
B,(s) can be found as

N

By(s)=1- Z ]H P[Npq < Lpg — k)
%

N
x P k[ij:sandkpzl
J=1

where

N
=<k kj=sandk, >1

j=1
N
P k| kj=sandk, >1
j=1
s—1 Al
_ - kp—1 A
B (kl,kZ,"'7kp_17"'7kN>pr EA}Z

i#p
Removing the conditionings on s and p, the blocking
probability B is obtained as

% Ap [% Bp(S)ws]
port L
P2

4.2 Analysis of optimal strategy
Let ©, denote the event that node p is chosen as the
conference bridge and let x,,()) be a composite event
defined as

Xpq() = {node p and (i — 1) other nodes all have the
same largest number of conferees attached; ©,; and
node ¢ has j conferees attached} P[xplq(j)] can be
expressed in terms of the joint distribution of k;s as
Plxy (D] = ZqoPk] where

QQ = {k|(2§ k1+k‘2+...+k1\7 SM)
and (k, > k; for all ¢ # p) and (k, = j)}
Similarly, Px2(j)] is given by
N

PIG,)) = 5 30 Pk

u=1 Qg

137



where
Dy ={k|2<ki+hka+...+kny < M)
and (k, = k, and k, > k; for all ¢ # u # p)
and (k; = j)}
Px2,(D), PlpD], ... can be found in a similar fashion.
Finally, Plyy,()] is given by

PR = 5Pk = g )]

The probability o,,() that a conference demands j
channels on link pg 1s

N
Tpg () =Y AP, (1] + Plxip ()]}
i=1
Fig. 5 shows that under the optimal strategy the maxi-
mum number of channels required in any link is La2l.
Since the total rate of conference arrivals A is the sum
of the rates at individual nodes and is given by Ay =
>N\, the traffic loaded onto link pg by Poisson[is]
can be decomposed into  Poisson[ArG,, (1],
Poisson[h16,/2)); ..., Poisson[kycpq(LM/ﬂ)], where each
arrival of Poissonfr;0,,(i)] demands i channels on link
pq. The state probabilities and link occupancies can be
found in exactly the same manner as that for the alter-
nate strategy in the previous Section. A conference call
is blocked when all the optimal conference bridge loca-
tions cannot provide sufficient free channels for this
call. Given that a conference has s conferees, the block-
ing probability B(s) is given by

N
B(s) =1- ZZN: H (P[Npq < Lyg — kglk]

Qq p=1 a=1
¢ aF#EDP (2)

N
x P [k and O, an = sil)

n=1

where Q, = {k|Z,Yk, = s} and

N
P[kand@z,lenu—-s}

n=1

N
0y Y kn=sandk| P

n=1

N

% (k] o kN) [T~ if node p and j — 1 other
=1 nodes all have the same

= largest number of
N
conferees and > k, =s

n=1

=P

klen:s}

0 otherwise

Removing the condition on s, the blocking probability
is B = XM, B(s)w,.

4.3 Examples and discussions

In all the following examples a five-node fully con-
nected network is considered and u =1, A, = A and L;
= L for all i and j are assumed. We measure the total
offered load in terms of Erlangs which is defined to be
A/t [24].

Fig. 6 shows the blocking probabilities of selectable
media conferences using the optimal and the alternate
strategies against the total offered load A/u assuming
the conference size distribution is of the truncated geo-
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metric type with a mean of three. We see that in gen-
eral the optimal strategy gives about one to two orders
of magnitude smaller blocking than the alternate strat-
egy. At B = 102 and for L = 30, the network using the
alternate strategy has a throughput of 110 Erlangs
while using the optimal strategy it increases to 132
Erlangs. This 20% increase of network throughput
should well justify the use of optimal connection paths
for setting up conferences.

M/2 channels M/2 conferees

M/2 conferees

(M-1)/2 channels

(M+1)/2 conferees (M-1)/2 conferees

b
Fig.5 Maximum channel requirements, optimal strategy
a Even M
b Odd M

blocking probability
S
T

-5
10 1 1

20 40 60 80 100 120 140 160 180 200
total offeredload,Erlangs

Fig.6  Comparison of optimal and alternate strategies E[ W] = 3
optimal strategy
- - - - alternate strategy

To study the sensitivity of blocking probability to the
conference size distribution, we consider three hypo-
thetical distributions: truncated geometric distribution,
uniform distribution, and delta distribution. For the
same mean conference size, the truncated geometric
distribution has the largest variance and the delta dis-
tribution has the smallest (zero) variance. Fig. 7 shows
the throughput-blocking characteristics of selectable
media conferences for these three distributions assum-
ing the optimal strategy is used for placing conference
bridges. It is seen that when the mean conference size is
increased from three to four, the maximum load the
network can take (or the network capacity) is
decreased from 191 Erlangs to 123 Erlangs for the geo-
metric distribution at B = 102 The variance of the
conference size distribution, on the other hand, is seen
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to have a small but non-negligible effect on the net-
work throughput. For a given blocking requirement
and a given mean conference size, the larger the vari-
ance the smaller is the throughput.

162

blocking probability
Sy o
T

o,
(8]
T

165 . ,":;, PR
25 45 65 85 105125 145 165 185
total offered load,Erlangs
Fig.7  Comparison of different conference distributions (L = 40)
truncated geometric
- - - - uniform

conference
16° |size=6

blocking probability
3,
o~
T

O
(&)
T

‘ :
TN T N A0 BN VO S S S DU I OO0 N OO IO S

35 4555 65 75 85 95105 115 125135
total offered load,Erlangs

Fig.8 Performance comparison of selectable media and common media
conferences (L = 40)

selectable media

- - - - common media

Fig. 8 compares the performance of selectable media
and common media conferences. The optimal strategy
is used for placing conference bridges and the confer-
ence size is assumed to be a constant and equals four,
five and six for the three sets of curves. The common
media conferences require less channel resources from
the network than selectable media conferences because
sharing of channels in the outbound connection is pos-
sible. The amount of sharing, moreover, increases with
the conference size. Thus at B = 1072 and conference
size equal to five, the maximum network throughput
for common media and selectable media conferences
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are 98 and 94 Erlangs respectively. This represents a
4.3% larger throughput for common media confer-
ences. When the conference size is six a 11.4% increase
of throughput is observed for common media confer-
ences. In fully connected networks, only conferees con-
nected to the same node can share a channel. In a
general network those connected to different nodes
may also be able to share channels in the outbound
connection (i.e. the Steiner tree) [16]. Hence, in a gen-
eral network, the network throughput for common
media conferences is expected to be much higher than
that for selectable media conferences.

5 Conclusions

The connection-path problems for two types of
multipoint videoconferences, called selectable-media
and common-media conferences, were formulated and
algorithms were designed to find the connection paths
with minimum number of channels. For on-demand
calls which request immediate seizure of the transmis-
sion resources, a fast determination of the optimal con-
nection path at call set-up time is required. A method
was proposed that uses a combination of lookup table
and online processing to reduce the computation time.
The blocking probabilities as a function of network
traffic for selectable media and common media confer-
ences in fully connected networks were derived and
compared. The network throughput for selectable
media conferences was found to be smaller than that
for common media conferences. However, selectable
media conferences allow conferees to receive their own
video compositions.
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