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Performance of Various Input-buffered and
Output-buffered ATM Switch Design Principles
under Bursty Traffic: Simulation Study
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Abstract— This paper investigates the packet loss prob-
abilities of several alternative input-buffered and output-
buffered switch designs with finite amounts of buffer space.
The effects of bursty traffic, modeled by geometrically dis-
tributed active and idle periods, are explored. Methods for
improving switch performance are classified, and their effec-
tiveness for dealing with bursty traffic discussed. This work
indicates that bursty traffic can degrade switch performance
significantly and that it is difficult to alleviate the perfor-
mance degradation by merely restricting the offered traffic
load. Unless buffers are shared, or very large buffers pro-
vided, strategies that improve throughput under uniform
random traffic are not very effective under bursty traffic.
For input-buffered switches, our investigation suggests that
the specific contention resolution scheme we use is a more
important performance factor under bursty traffic than it is
under uniform random traffic. In addition, many qualita-
tive results true for uniform random traffic are not true for
bursty traffic. The work also reveals several interesting, and
perhaps unexpected, results: 1) output queueing may have
higher loss probabilities than input queueing under bursty
traffic; 2) speeding up the switch operation could results
in worse performance than having several output ports per
output address under bursty traffic; and 3) if buffers are not
shared in a fair manner, sharing buffers could make perfor-
mance worse than not sharing buffers at high traffic loads.
Simulation results and intuitive explanations supporting the
above observations are presented.

I. INTRODUCTION

A future ATM (Asynchronous Transfer Mode), or fast
packet-switching, uetwork has been proposed as an effec-
tive way of carrying information of widely varying band-
width requirements and formats, such as voice, computer
file transfers, interactive computer data, and video. Most
switch performance analysis to date (e.g., [1] — [6]) has been
carried out assuming uniform random traffic, in which the
destination outputs of packets are uncorrelated and uni-
formly distributed across all outputs. The assumption of
uncorrelated destinations is not realistic, however, when
individual service sessions are allowed to use up a large
portion of the line capacity, which may occur with very
high-speed data or video services.

In the worst case, the traffic at each input is character-
ized by bursty packet arrivals, as shown in Fig. 1. Here the
packet arrivals consist of bursts to different destinations,
and within each burst, packets with a common destina-
tion arrive continuously in a stream which instantaneously
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Fig. 1. Packet arrivals to an input under geometric traffic model.

uses up the whole line capacity. This would be the case,
for example, when a long urgent message is to be trans-
ported quickly and it is partitioned into many fixed-size
packets. This paper investigates the performance impli-
cations of this worst-case bursty traflic for various input-
buffered and output-buffered switch designs. Specifically,
the packet loss probability due to buffer overflow is taken
as a performance measure. Although some of the results
presented here can be obtained analytically, most are diffi-
cult to derive exactly. For consistency, this paper presents
and discusses only simulation results.

The organization of this paper and the main results are
summarized as follows. We first describe and classify sev-
eral switch schemes of interest in Section II. Their expected
relative performance is discussed here on an intuitive ba-
sis. Section III details the setup and traffic model used in
our simulation experiments. Section IV presents and inter-
prets the simulation results. We show that for both input-
and output-queueing schemes, performance degrades sig-
nificantly when traffic is bursty. Letting separate queues
share a common buffer tends to smooth out their individual
bursty buffer usage, and results in much improved perfor-
mance for bursty traffic. For input-buffered switches, our
investigation suggests that the specific contention resolu-
tion scheme we use is a more important performance factor
under bursty traffic than it is under uniform random traf-
fic.. The simulations also reveal several interesting, and
perhaps unexpected, results: 1) cutput queueing may have
higher loss probabilities than input queueing under bursty
traffic; 2) speeding up the switch operation could result in
worse performance than having several output ports per
output address under bursty traffic; and 3) if buffers are
not shared in a fair manner, sharing buffers could actually
make performance worse than not sharing buffers at high
traffic loads. Finally, Section V presents conclusions and
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suggests several research issues that deserve further atten-
tion.

II. ALTERNATIVES FOR IMPROVING
SwiTcH PERFORMANCE

This section considers various alternatives for improving
switch performance. We assume ATM transport in which
data streams are partitioned and transferred in packets of
fixed size. On a conceptual level, time is therefore divided
into slots corresponding to the packet transmission time.
Synchronous switch operation is assumed; that is, packets
arrive synchronously at the inputs at the beginning of each
slot, and all packets gaining access to their output lines are
cleared by the end of each time slot.

A. Input Queueing

With input queueing, an arriving packet enters a FIFO
input buffer and waits for its turn to access its addressed
output. When multiple packets from different input buffers
try to access a common output port, arbitration or con-
tention resolution is necessary in order to determine the
winning packet. With ordinary input buffering, only the
head-of-line (HOL) packets of the FIFOs are involved in
the arbitration.

It is well-known that, under uniform random traffic, the
maximum throughput of an input-buffered switch is limited
to 0.586 [2]. Under uniform but geometrically distributed
bursty traffic, the maximum throughput could further de-
grade to 0.5 [7], [8]. The packet loss probabilities for offered
loads close to the throughput limitation are high regardless
of buffer size. Therefore, one way to improve loss probabil-
ity is to increase the maximum throughput of the switch
by modifying the original input-buffered switch.

In the following, we discuss various switch design strate-
gies and discuss their impact on switch performance. These
strategies represent different “degrees of freedom” for switch
design. Although they are studied separately here in or-
der to identify their individual effects clearly, they can be
combined in a single switch architecture in practice. The
so-called completely shared buffering scheme and input-
smoothing scheme proposed in Reference [2] actually rep-
resent switch designs which combine several concepts pre-
sented here. The input-smoothing scheme incorporates the
concepts of input-port expansion and output-port expan-
sion. The completely shared buffering scheme ties the
two degrees of freedom represented by input-port expan-
sion and buffer sharing into one; increasing the buffer size
will necessitate increasing the input-expansion factor by
the same amount.

To help explain the strategies, Table 1 lists the packets
that will be cleared, assuming the initial queueing state
depicted in Fig. 2. In the figure, packets a and e are queued
at input 1, packets b and f at input 2, packets ¢, g, and 7 at
input 3, and packets d and A at input 4. Numbers beside
the packet labels represent destination output addresses.
For simplicity, we assume in Table 1 that no new packets
arrive in the next two time slots, and that packets at the
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Fig. 2. Tlustrating example: packets queueing
at Inputs of a 4 X 4 Switch.
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Fig. 3. Strategies for improving performance )
of input-buffered switches.

upper input ports will be favored over those at the lower
input ports under contention.

Qutput-port Ezpansion

If there are more output ports than input ports, then
the offered load per output port (and. therefore contention
among inputs for available outputs) is reduced. Figure 3(a)
shows a particular output-port expansion scheme based ont
the channel-grouping concept [5], [9]. With » output ports
provided for each output address, up to r packets can access
any output address simultaneously. However, no more than
cne packet can be cleared from any single input in a given
time slot. Here, it does not matter which output port a
packet accesses, as long as the output port belongs to the
targeted output address.

The switch shown in the figure is n inputs x nr out-
puts. To construct a symmetric n x n switch, each group
of r output ports must. be recombined (concentrated) back
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Table 1. Sequence of cleared packets based on queueing state shown in Fig. 2.

Packets cleared | Packets cleared | Packets remaininng
Switch scheme in mn at end of
1st time slot 2nd time slot 2nd time slot
Ordinary input queueing a,c eb,g,d f,i,h
Output-port expansion, r = 2 a,b,cd e, f,g,h i
Look-ahead contention w = 2 a, f,c e b, g,d i,h
Input-port expansion s = 2 a,e,c,g b, f,1,d h
Switch speed-up v = 2 a,c,e, b,g,d f,ih
Input buffer sharing same as ordinary input queueing for this example

to one port. As a result, buffers are needed at the outputs
because of potential simultaneous packet arrivals. Depend-
ing on the actual application, the recombination of packets
may not be necessary; e.g., the switch shown could be a
switch module within an overall multistage switch archi-
tecture [5] in which the internal bandwidth is greater than
the external bandwidth. This report considers the input
buffers for the channel-grouping scheme, but does not con-
sider a combination of input buffers and output buffers.

Switch Speed-up

In a switch that operates at v times the input line speed,
the effective offered load to the switch is reduced by a factor
of v. Given v = r, the switch speed-up strategy should be
better than channel-grouping, since speed-up allows more
than one packet from a given input port to be cleared in
the same time slot. Note that the speed-up scheme de-
scribed in Reference [10] operates in an analogous fashion
to the channel-grouping approach described above. We
think there is no reason in the speed-up scheme to inten-
tionally limit the number of clearable packets from each
input port to one.

If the output line speed is the same as the input line
speed, a FIFO buffer would be needed at each output port
because of potential simultaneous packet arrivals. As in
the channel-grouping scheme, the buffer is not needed if
the output line speed is scaled up accordingly (which would
be the case if this switch were one of many switch modules
in a multistage switch [5]). This paper will not consider
buffering at the outputs for the speed-up scheme.

Look-ahead Contention Resolution Scheme

In look-ahead contention resolution [2], the contention-
resolution process consists of w cycles of contention resolu-
tions. In the first cycle, only the HOL packets are allowed
to contend for the outputs. At the end of this cycle, there
may still be some unclaimed outputs simply because no
HOL packets are destined for them. In the second cy-
cle, the second packets of the input queues that have lost
contention in the previous cycle contend for the remaining
outputs. This process is repeated w times, and the winning
packets at the end of w cycles then access their respective
outputs in the same time slot. Note that only one packet

can be cleared from any single input. In general, the maxi-
mum allowable throughput increases with w [2]. The price
is that the arbitration must be carried out at w times the
original speed. If the arbitration for the next time slot is
carried out while the winning packets of the current time
slot are being transmitted, then arbitration-time overhead
can be avoided if w < T, /Ty, where T}, is the packet trans-
mission time and 7, is the time needed for one cycle of
contention resolution.

To illustrate the look-ahead strategy, consider the queue-
ing state in Fig. 2, and assume w = 2. In the first time slot,
packets a and c are selected in the first cycle, and packet
f is selected in the second cycle. Packets e and g are not
involved in the second-round contention because packets a
and ¢ ahead of them have already been selected. Packet h
will not be selected because the destination output address
has already been assigned in the preceding cycle. Thus,
packets a, ¢ and f are cleared in the first time slot. In the
second time slot, packets e, b, g, and d are cleared.

Input-port Ezpansion

Figure 3(c) depicts a particular input-port expansion
scheme in which each input port is expanded into s ports
before packets enter an asymmetric ns x n switch. Up
to s packets from each input queue can be presented to
the inputs for contention. With s = w, one would expect
this switch to have a higher maximum throughput than the
look-ahead scheme, because it is possible for more than one
packet to be cleared from each input queue in the same time
slot. With the queueing state in Fig. 2, note that packet ¢
can also be cleared in addition to all packets that can be
cleared by the look-ahead scheme.

B. Output Queueing

With output queueing, arriving packets destined for any
output immediately enter an output FIFO buffer and wait
for their turns to access the output line. Thus, while an in-
put buffer generally contains packets destined for different
outputs, an output buffer contains only packets destined
for the corresponding output. Conceptually, we can define
output queueing as performing switching (or destination
sorting) prior to buffering. For output queueing, given an
offered load smaller than 1 and some definite loss probabil-
ity requirement, one can always find a buffer size b that lets
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the switch meet the loss probability. Since the required b
may be very large (say, more than a hundred packets long),
however, it is also desirable to find ways to reduce b.

Output-bandwidih Ezpansion

As in the input-buffered switch, we can also expand
the number of ports per output address so that packets
buffered at the outputs can be cleared quickly. Here, we
assume there is a common queue for the output ports of
the same output address. The same performance can also
be obtained by speeding up the output ports rather than
expanding them. In either case, the total bandwidth on
the output side would be larger than the total bandwidth
on the input side. This results in inefficient trunk usage
if this switch is a stand-alone system, but would not be
unreasonable if it is one of many switch modules in a mul-
tistage switch architecture [5].

Output-buffer Sharing

Under bursty traffic, it is likely that some buffers are
relatively empty while others are full. If the buffers can
somehow be shared, then the packet loss probability can
be reduced. The sequence of cleared packets when the
buffers do not overflow is the same as in the separate-buffer
scheme. In the generic buffer-sharing scheme, however, no
packets will be lost as long as the total buffer occupancy at
the outputs is no more than nb, where & is the buffer size
per output. Reference [11] describes a switch design with
this property. :

III. TrRAFFIC MODEL AND SIMULATION SETUP

To model switch performance quantitatively, we adopt
the uniform geometrically bursty traffic model in which an
input alternates between active and idle periods of geomet-
rically distributed duration [12]. Packets destined for the
same output arrive continuously in consecutive time slots
during an active period. The duration of the active pe-
riod is characterized by a parameter p. The event that the
active period will terminate after a time slot is a random
process which occurs with probability p. The probability
that the active period (burst) lasts for a duration of ¢ time
slots (consists of 7 packets) is then

P@i)=p(1-p)t, (1)

Note that we assume there is at least one packet in the
burst. The mean burst length is given by

i> 1.

o«

Egli] =Y iP(i) = 1/p.

i=1

()

The idle period is geometrically distributed with parémeter
g. The probability that an idle period lasts for j time slots

is

QU)Y=q¢(1-9f, J20. 3)
Unlike the duration of an active period, the duration of an
idle period can be 0. The mean idle period is given by

Edj] =3 iQ0) = (1= 0)/1. @
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Given p and g, the offered load p caﬁ be found by

p = Ep[il/(Eili] + Esls)). (5)

We assume there is no correlation between different bursts,
and the destination of each burst is uniformly distributed
among the outputs. Note that the uniform random traffic
model discussed in References [2] and [3] is a special case
with p.= 1 and ¢ = p.

Our simulation experiments measure the packet-loss prob-
ability of a 128 x 128 switch. Switches of dimensions larger
than 32 x 32 should have approximately the same results.
Simulated packets that arrive at fully occupied queues are
discarded and considered lost. The statistics of about 10
million packets are collected (over all queues in the switch)
for each data point. Thus, loss probabilities smaller than
107 are not measurable, and loss probabilities below 10~3
could econtain non-negligible errors. If needed, however,
loss probabilities below 1075 can be extrapolated based on
our results. Average burst lengths of 1.(the uniform ran-
dom traffic) and 8 are considered.

For the purpose of contention resolution in the input-
buffered schemes, the simulation programs assume that pri-
orities of the input ports are ordered in a cyclic fashion. In
every round of contention, a random port, say Portiep, is
chosen to be the port with the top priority. The priorities of
the ports are then ordered as Portiop, Portiopt1 (mod 128),
ey Portiop 197 (mod 128)- Note that this is not the fixed-
priority assumed in Table 1.

IV. SIMULATION RESULTS AND INTERPRETATIONS
A. Input Queueing

Effects of Bursty Traffic on Ordinary
Input-buffered Scheme

Figure 4 shows graphs of packet-loss probability P,
versus the offered load p for buffer size b of 16, 32, and
64 packets per port. As can be seen, P,;; degrades sig-
nificantly when the burst length I is increased from 1 to
8. For the sake of argument, let’s define the acceptable
load p; to be the offered load at which Pj,,, = 10~%. The
graphs clearly show that burstiness in traffic results in low
Pa.

Although we would usually not operate a switch at high
offered loads with correspondingly high P,,,, it is inter-
esting to study the switch performance at high loads be-
cause much insight about the switching mechanisms can be
gained this way. Under both uniform random and bursty
traffic conditions, regardless of b, the curves converge until
they overlap as the offered load increases beyond the max-
imum allowable throughput pmaz. This is typical of input
queueing, since queues start to saturate in this region. In
fact, pmar can be approximated by 1 — Pi,ss(p = 1).

Overall, bursty traffic has two effects: 1) ppmay is reduced;
and 2) the slope of the P, vs. p curve for p < pmaz
becomes less steep so that decreasing p is not as effective
in lowering Poss as it is for non-bursty traffic. Although
the degradation of pm.; is small, the degradation of p, 1s
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Fig. 4. Pioss vs. p for ordinary input-buffered scheme.

large because of 2). As a result, pmqc is not a good metric
for performance under bursty traffic, since we would most
likely operate at loads much below that to limit Pos.

Input-Buffered Scheme under Uniform Random Traffic

Figure 5 shows that Pi,ss and pmar under uniform ran-
dom traffic improve as we go from the ordinary input-
buffered scheme (o) to the look-ahead scheme (with w = 2),
to the input-port expansion scheme (with s = 2), and
then to the output-port expansion scheme (with r = 2).
The results for the speed-up scheme (with v = 2) are not
shown because the corresponding loss probabilities are too
small to be measured with our simulation experiments; e.g.,
Pmaz > 1, and Progs(p = 1) is 3 x 10 for b = 16, and 0 for
b = 32. For all cases studied, b = 64 is sufficient to achieve
Paq that is close to prqz.

Input-Buffered Scheme under Bursty Traffic

Figure 6 shows that the performance of the ordinary
input-buffered scheme, the look-ahead scheme (with w =
2), and the input-port expansion scheme (with s = 2) are
practically the same when [ = 8. This is obvious, since
bursty traffic conditions make it likely that the next packet
has the same output destination as the HOL packet in
each queue. Thus, letting the next packet from each queue
compete for the outputs does not help much. The speed-
up (with v = 2) scheme and output-port expansion (with
r = 2) schemes use a different mechanism to achieve im-
provements: packets are simply cleared at the outputs at
a higher rate. Thus, switch performance is improved for
these schemes.

1375
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102
10-3 -
P loss
104 -
105 -
106
10—7 i ! A T
0 0.2 0.4 0.6 0.8 1

Offered Load p

Fig. 5. Pioss vs. p for ordinary input-buffered scheme (o), look-
ahead scheme {(w = 2), input-port expansion scheme (s = 2), and
output-port expansion scheme (r = 2), under uniform random traffic

(l = 1).
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Fig. 6. Pioss vs. p for ordinary input-buffered scheme (o), look-
ahead scheme (w = 2), and input-port expansion scheme (s = 2),
under bursty traffic (I = 8).
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Fig. 7. Ploss vs. p for output-port expansion scheme (r = 2} and
‘two alternative speed-up schemes (v = 2) under bursty traffic (I = 8).

Two variations for contention resolution in the speed-up
scheme have been investigated. With v = 2 there are two
rounds of contention in each time slot. For the first vari-
ation, called the single-sweep method, a new input port
is randomly selected in each round as Porto, (see Sec-
tion ITI). For the second variation, called the double-sweep
method, a new input port is randomly selected for the first
round in each time slot, but for the second round, the prior-
ities of the ports are reversed and ordered as
Porttop+127 (mod 128), Porttop+l26 (mod 128); - - , Portygg.
The curves with the lower Pyyss in Fig. 7 belong to the sec-
ond variation.

The double-sweep method was simulated after a peculiar
behav1or of the single-sweep method was observed. Recall
that we expected the speed-up scheme to perform better
than the channel-grouping scheme. This is indeed the case
under uniform random traffic. But, as shown in the fig-
ure, the channel-groupmg scheme actually outperforms the
smgle -sweep method for regions of small Pj,,,. To explain
this, we hypothesize that under bursty traffic there may
often be either no HOL packet or more than one HOL
packet targeted for any given output.

If we consider a tagged output address, the speed-up
scheme will have an advantage over the channel-grouping
scheme only when there is one and only one HOL packet
destined for the output. In this case the channel-grouping
scheme can only clear one packet at the tagged output,
whereas the speed—up scheme may be able to clear an ad-
ditional packet when new packets move to the heads of
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input queues in the second round of the same time slot.
The hypothesis basically says that this advantage does not
exist most of the time. To see why speed-up could actually
be worse, we need to look into the contention-resolution
process. With more than one HOL packet destined for a
given output address, the channel—grouplng scheme will al-
ways select two packets from different inputs for clearance
at the output. But the single-sweep method may clear
two adjacent packets from the same input-instead; bursty
traffic increases this likelihood since two adjacent packets
are likely to be destined for the same output. The unfair
service discipline of the single-sweep method may cause un-
even distribution of queue lengths, resulting in higher Py,,,
than the channel-grouping scheme.

The double-sweep method guarantees that when there is
more than one HOL packet for a given output addresses,
the cleared packets will be taken from different inputs: Fig-
ure 7 shows that the double -sweep method has about the
same performance as the channel-grouping scheme, further
validating our hypothesis.

Finally, unlike the channel grouping scheme, neither speed-
up scheme has maximum throughput hmltatlons as can be
seen from the fact that the curves for dlfferent b do not con-
verge at p = 1. In summary, we observe the followmg for
the simulations performed:

1. the look-ahead and input-port expansion schemes are
not effective under bursty traffic; ;

2. the advantage of the speed-up scheme over the channel-
grouping scheme is negligible under bursty traffic;

3. under bursty traffic, the contention probability is high,
and contention-resolution strategies that guarantee fair-
ness are more 1mportant than under the uniform ran-
dom traffic; and

4. for all schemes, burstiness degrades pa significantly,
and a buffer size of 84 packets is not sufficient to make
pa close $0 pmas.

B. Ouiput Queueing

Effects of Bursty Traffic on Ordinary
Qutput-buffered Scheme
As shown in Fig. 8, bursty traffic- degrades the perfor-
mance of the output-buffered switch even more than that
of the input-buffered switch. For a buffer size of 64 packets
per port, p, when | = 8 is less than 0.1! Although there is
no throughput limitation, and Pj,s, can be made arbitrarily
small with suﬂimently large b, it appears that the required

b will be prohibitively large in order for p, to be, say, 0.8. A

case not shown in Fig. 8 is when b is increased to 128. Our
simulation also reveals that simply increasing the buffering
space by eight times is not enough to compensate for the
increase in traffic burstiness by eight times. For instance,
fixing Pioss at 10‘6 the allowable Toad for l =1,b=16is
0.65, but the allowable load for I = 8,5 = 128 is only 0.35.

Output-bandwidth E:cpansz'on

Figure 9 shows the improvement in performance under
bursty traffic (I = 8) when the output bandwidth is dou-
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Fig. 9. Pioss vs. p for ordinary output-buffered scheme (o) and
outpui-bandwidth expansion scheme (r = 2) under bursty traffic.

bled, either by doubling the number of output ports per
output address or by doubling the output port speed. For
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Fig. 10. Pioss vs. p for output-buffer sharing scheme.

b < 64, although there is some improvement in pg, it is still
below 0.4.

Qutput-buffer Sharing

Figure 10 shows that for buffer sharing, the Py, vs. p
curves are practically vertical when p is below certain val-
ues (which depends on the buffer size). Consequently, very
low loss probabilities can be achieved simply by controlling
the offered load with network-level controls such as rout-
ing and congestjon control. However, it is possible for a
few queues in our simulations to take over the entire buffer
space under high-load situations, resulting in worse per-
formance than having separate buffers for separate queues.
For instance, the simulation results show that for b = 16,
Il =8, and p = 1, Piyss is 0.260 with buffer sharing and
0.202 without buffer sharing. This points out that a fair
buffer-allocation strategy is needed to 1) ensure uniform
loss probabilities among the output ports, and 2) obtain a
lower overall average loss probability. ’

C. Output Queueing vs. Input Queuneing

Without buffer sharing, when the traffic is bursty, our
simmilation results indicate that the loss probability of input
queueing can be lower than that of output queueing for
p < pmaz. Figure 11 compares the ordinary input-buffered
scheme with the ordinary output-buffered scheme under
bursty traffic (I = 8). For each of the buffer size, there
is an offered load p/ for which input queueing is better
than output queueing for all p < p'. This is so even if b
is increased to 128 (not shown in Fig, 11), although the
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crossover point is now at a higher p of 0.35 and a lower
Piyss of 1075, The same qualitative results as above is also
observed if we compare the curves for r = 2.

The intuitive explanation for the above is that there are
some inherent buffer-sharing effects in the input-buffered
scheme not found in the output-buffered scheme. As illus-
trated in Fig. 12, when multiple bursts arrive for the same
output, packets from all these bursts go to the same out-
put queune in the output-buffered scheme, and the quéue
can overflow easily. With input queueing, however, the
packets from these bursts are distributed across several in-
put queunes, and therefore the queues do not overflow as
easily. In short, one cannot claim that output queueing is
better than input queueing under all traffic situations.

V. CONCLUSIONS

We have investigated the effectiveness of various input-
buffered and output-buffered switches for dealing with
bursty traffic. The results of this study and the insights
derived are summarized as follows:

o Without buffer sharing, bursty traffic decreases the
slope of the Py, vs. p curve so that simply decreasing
the offered load is not effective in lowering Pj,,,. This
implies simply controlling the offered load at the net-
work level with a simplistic admission-control strategy
will not be very useful. With input queueing, bursti-
ness reduces the maximum throughput ppe. only
shightly. However, pmn., is not a good performance
metric under bursty traffic, since it is necessary to op-
erate the switch at loads much below py,45 in order to
obtain small P,,,.

e For input queueing with uniform random traffic, switch
designs that improve pp,q, generally also decrease Py,
Under bursty traffic, the look-ahead and input-port
expansion schemes have negligiblé effects on Pj,,, and
Pmaz-

e For input queueing, speeding up the switch operation
results in lower P, than expanding the number of
output ports per output address under uniform ran-
dom traffic. However, depending on the contention-
resolution scheme assumed, the reverse could actually
happen under bursty traffic. Our work suggests that
the specific contention-resolution scheme we use is a
more important performance factor under bursty traf-
fic than it is under the uniform random traffic.

o Buffer-sharing for output queueing is a very effective
way for dealing with bursty traffic. Specifically, the
slope of the Py, vs. p curve becomes practically verti-
cal below a certain offered-load threshold. As a result,
very small Pp,;, can be achieved by decreasing the of-
fered load slightly below the threshold. With a steep

' Ploss Vs. p curve, however, tight control is needed
in order to keep the offered load below the threshold,
or else the performance could degrade very quickly
with small increases in the offered load. Therefore,
buffer sharing, if adopted, must be taken into account
in higher level network protocols that permit conges-
tion control. :
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Sharing buffers can result in higher Pp,s than not
sharing buffer if the loading sequence of input packets
into the shared buffers is static. This typically hap-
pens at high offered loads. Regardless of the offered
load, it is important to make sure that some queues
are not always favored over others when buffers are
shared, not only to guarantee fairness, but also to ob-
tain a lower overall Pyss.

Under bursty traffic and without buffer sharing, out-
put queueing could have higher P,,, than input queue-
ing. Input queueing is relatively more robust with re-
spect to bursty traffic because of the certain degree
of inherent buffer-sharing effects: although buffers are
actually not shared, simultaneous packet arrivals with
a common destination are automatically distributed
across several buffers in input queueing. The loss prob-
ability can be further improved if the arbitration pro-
cess gives priority to the longest queues. This could
be achieved easily with contention resolution based on
a sorting network [3]. A few extra bits corresponding
to the queue length are simply attached to the desti-
nation address of the packet header. The robustness
of this strategy for bursty traffic remains an issue to
be studied.

In conclusion, this investigation indicates that many qual-
itative results that are true for random uniform traffic are
not necessarily true for bursty traffic. With bursty traffic,
unless buffers are shared or very large buffers provided, it
is difficult to lower the loss probability by methods that
are designed to increase throughput for uniform random
traffic.
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