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Abstract—Online social network (OSN) is an ideal venue to

enhance one’s visibility. This paper considers how a user (called

requester) in an OSN selects a small number of available users

and invites them as new friends/followers so as to maximize his

“social visibility”. More importantly, the requester has to do this

under the anonymity setting, which means he is not allowed to

know the neighborhood information of these available users in

the OSN. In this paper, we first develop a mathematical model

to quantify the social visibility and formulate the problem of

visibility maximization with anonymity guarantee, abbreviated as

“VisMAX-A”. Then we design an algorithmic framework named

as “AdaExp”, which adaptively expands the requester’s visibility

in multiple rounds. In each round of the expansion, AdaExp

uses a query oracle with anonymity guarantee to select only one

available user. By using probabilistic data structures like the

k-minimum values (KMV) sketch, we design an efficient query

oracle with anonymity guarantees. We also conduct experiments

on real-world social networks and validate the effectiveness of

our algorithms.

Index Terms—Social visibility, social networks analysis, KMV

sketch, approximation algorithms

I. INTRODUCTION

Online social network (OSN) is an ideal venue for one
to share information and gain attention. There are numerous
examples for such claim. In social networking sites like
Facebook, users share their opinions, status and likes/dislikes
to their friends via the friendship network. In video sharing
sites like YouTube, users share their videos to their subscribers
via the subscriber network. In an OSN, users with more
direct attention e.g., friends, subscribers, followers, etc., can
make their contents e.g., opinions, videos, photos, etc. visible
to more users in the network, and this may bring higher
commercial benefit to these content creators. For example, in
the YouTube OSN, generally a user who has more subscribers
can get a larger amount of views on the video he published.
Note that the viewers not only can be the subscribers, but
can also be those who have not subscribed but come across
the video via ways like word-of-mouth spreading. Moreover,
more views may lead to more advertising exposures, which
means a larger reward from YouTube. Informally, we say that
those users who have more direct or indirect attention are

more socially visible, in other words, they have a larger social
visibility.

One effective way to increase a user’s social visibility is to
get more direct attention, for instance, attracting new friends,
new subscribers, new followers, etc. However, not all the
users in an OSN are willing to establish connection with
others. Usually, there is a constraint on the scope of users
a requester can select from and on the number of users a
requester can build new connection with. This implies that the
requester needs to judiciously select the targets to establish
new connections, so as to maximize the effect of visibility
boosting. To illustrate, consider the following examples.

Example 1. Consider a simple social network with directed
edge as illustrated in Fig. 1. We say user v is an incoming
neighbor of user u if there is a directed edge from v to u,
representing u gets a direct attention from v (e.g., v follows or
subscribes u). In this example, we assume that a user is only
socially visible to his 1-hop and 2-hop incoming neighbors.
For example, in Fig. 1, user 1 is socially visible to users
in the set {2, 3, 4, 5, 9}, which we call the “2-visible set” of
user 1. Suppose only a subset of users are willing to establish
new connection as requested, named as “available users”.
Let them be {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11} here. Then, suppose
user 1 is the requester, who has a quota of adding only one
new incoming neighbor to increase his social visibility. After
trying all the users who are available and non-trivial, i.e.,
{6, 7, 8, 9, 10, 11}, he finds that by adding user 8 as his new
incoming neighbor, he can maximize the increase of his 2-
visible set.

Fig. 1. A directed OSN. Fig. 2. An OSN model.
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Example 1 illustrates that a requester can significantly increase
his social visibility by simply adding just one new incoming
neighbor. However, the number of available users (n) in a
real-world OSN can be billions, and a user may have a
quota (m > 1) of adding new incoming neighbors, so the
number of possible solutions is around

�n
m

�
, which makes it

computationally expensive to find the optimal new incoming
neighbor set. What makes the problem more challenging and
interesting is that, due to privacy constraints, the OSN network
topology may not be available to the requester, and other users
may not even want to disclose the information of members in
their visible sets. To illustrate such anonymity setting, consider
the following example.

Example 2. Consider the same setting as Example 1, but for
the following conditions on anonymity: (1) Each user only
knows his own visible set but does not know the remaining
part of the OSN; (2) The requester is not allowed to know
the membership of any other user’s visible set. The objective
of the requester is still to select the optimal new incoming
neighbor set while satisfying the anonymity requirement.

Example 1-2 illustrate the problem of increasing a requester’s
social visibility by adding new incoming neighbors, as well
as the underlying computational challenge and “anonymity
guarantee” challenge in selecting the optimal set which can
maximize the increase. Note that the social visibility problem
is relevant in the real-world and our solution can be used to
provide customized visibility boosting service for OSN users.
Specifically, it helps requesters who want to increase their
visibility to target the most profitable candidates, and avoid
wasting time or money on those who can only bring a small
increase on their social visibility. Thus, our solution can be
applied to many fields, such as self-marketing, advertising
service and so on. Motivated by this, we aim to answer the
following questions: (1) How to formulate a mathematical
model to quantify social visibility? (2) How to develop com-
putationally efficient algorithms to maximize social visibility
of a requester? (3) How to provide anonymity guarantee for
our social visibility maximization algorithm? We answer these
questions. Our contributions are:

• We propose a mathematical model to quantify the social
visibility and formulate the problem of visibility maxi-
mization with anonymity requirement (VisMAX-A).

• We design an algorithmic framework (AdaExp), which
adaptively expands the requester’s visible set in multiple
rounds. In each round of expansion, a query oracle re-
turns an estimation of the “best” new incoming neighbor
with a guaranteed accuracy.

• We design a query oracle using the KMV sketch tech-
nique [1], and prove that our query oracle satisfies the
desired accuracy properties.

• We conduct experiments on real-world social network
datasets, and the results validate the effectiveness of our
framework.

II. MODEL & PROBLEM FORMULATION

In this section, we first develop a mathematical model to
quantify the social visibility. Then we formulate the problem
of visibility maximization with anonymity guarantee.

A. The Online Social Network Model
Consider an OSN which is characterized by a weighted

directed graph G , (U ,W), where U = {1, . . . , U} denotes
a finite set of U 2 N+ users and W , [wv!u : v, u 2
U ] 2 RU⇥U

+ represents a summarization of the weights of
edges. We use wv!u = 0 to model that there is no directed
edge from v to u. The graph G does not contain self-loop
edges, i.e., wu!u = 0, 8u 2 U . The weight wv!u quantifies
the influence strength of user u over user v. For example,
as shown in Fig. 2, in a Twitter-like OSN, a directed edge
from v to u can be interpreted as v follows u, and the weight
wv!u corresponds to the frequency that v comments, likes or
retweets the tweet posted by u.

B. The Social Visibility Model
Definition 1 (incoming neighbor set). A user v is an
incoming neighbor of user u, if there is a directed edge from v
to u. The incoming neighbor set of user u, denoted by N (u),
is the set of all the incoming neighbors of user u, defined as
N (u) , {v|wv!u > 0, v 2 U}.

We use “requester” to refer to the user in the OSN who
aims to increase his visibility by requesting others to be his
new incoming neighbors, and use “available users” to refer
to the users in the OSN who are willing to be a new incoming
neighbor of the requester if selected and requested. We say
available users are available to the requester.

(a) V(1, 0.6). (b) New V(1, 0.6).

Fig. 3. The change of 0.6-visible set of user 1.

Definition 2 (visibility distance). Visibility distance, denoted
by dv!u, is a measure to quantify the degree of difficulty
in which a user influences his incoming neighbor, which is
defined as:

dv!u =

(
1, if v /2 N (u),

D(wv!u), otherwise,

where D : R+ ! R+ denotes a distance mapping function,
from influence strength (i.e., weight) to visibility distance.

A larger dv!u implies a larger cost/difficulty of spreading
content from node u to v. For example, one possible form of
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D can be D(wv!u) = 1
1+wv!u

, v 2 N (u). Fig. 3(a) shows
the visibility distances of user pairs in Fig. 2, where each real
number associated with the dashed edge from v to u repre-
sents the visibility distance calculated by 1/(1 +wv!u). The
following assumption states the family of visibility distance
function we can have.

Assumption 1. The visibility distance D(wv!u) decreases in
influence strength wv!u, where v 2 N (u).

Assumption 1 captures that u has a smaller visibility distance
from the incoming neighbor v, if his influence strength wv!u

over v is stronger, which means being visible to v is easier.
Let ~p , (x0 ! x1 ! ... ! xn) denote a directed path

in graph G. Let E(~p) denote the set of all directed edges on
path ~p, i.e., E(~p) = {(x0, x1), (x1, x2), ..., (xn�1, xn)}. We
define the visibility distance length L(~p) of the path ~p to be
the sum of the visibility distances of all the edges on path ~p,
i.e., L(~p) , P

(v,u)2E(~p) dv!u. For example, consider a path
~p = (7! 2! 1) in Fig. 3(a). Its visibility distance length can
be calculated as L(~p) = d7!2+d2!1 = 1

1+w7!2
+ 1

1+w2!1
=

0.75. Let Pv!u denote the set of all directed paths (without
circles) from user v to user u. Base on Pv!u, we define the
concept of ⌧ -visible, ⌧ -visible set and ⌧ -visibility.

Definition 3 (visible threshold ⌧ , ⌧ -visible set, ⌧ -visibility).

Let ⌧ denote the visible threshold, ⌧ 2 R+. User u is ⌧ -visible
to user v, if min~p2Pv!u L(~p)  ⌧. The ⌧ -visible set of user u
is the set of all users to whom u is ⌧ -visible, denoted as

V(u, ⌧) ,
n
v
���v 2 U ,min~p2Pv!u L(~p)  ⌧

o
.

Lastly, the ⌧ -visibility of user u is the cardinality of user u’s
⌧ -visible set.

Namely, user u is ⌧ -visible to user v, if there exists at least
one directed path from v to u with the sum of the visibility
distances of all the edges on path less than or equal to ⌧ . For
example, Fig. 3(a) shows that user 1 is 0.6-visible to user 2,
but not user 6. The 0.6-visible set of user 1 is V(1, 0.6) =
{2, 3, 4, 5}, and thus his 0.6-visibility is 4.

C. The Visibility Maximization Problem
To increase the visibility of a requester r, we can add some

new incoming neighbors (new followers, new subscribers, etc.)
to r. Formally, we assume that r is given a quota of adding
m 2 N+ new incoming neighbors to increase his visibility,
and each one of these m incoming edges to r has a default
weight w̄ 2 R+ representing the default influence strength
of a new added link. Let U

0 denote the set of available
users. Let M ✓ U

0 denote a set of users selected from
U

0 with cardinality |M|  m, and no user in M is an
incoming neighbor of the requester r, i.e., M\N (r) = ;. For
the purpose of simplifying presentation, we use ✓ to denote
the vector of given model parameters (the requester, default
weight and visible threshold), i.e., ✓ , [r, w̄, ⌧ ]. Lastly, we
use �✓(M) to denote the increase of r’s ⌧ -visibility after
adding directed edges with default weight w̄ from users in
M to r, Fig. 3 illustrates the change of visible set after

adding a new incoming neighbor. As shown in Fig. 3(b), when
M = {8}, w̄ = 3, there is a new directed edge from user 8
to the requester user 1 with influence strength w8!1 = w̄
and visibility distance d8!1 = 1

1+w8!1
= 0.25. It can be

interpreted as user 8 starts to follow user 1. We can find that
the expansion of user 1’s 0.6-visible set is {8, 9} and thus the
increase of his 0.6-visibility is �✓(M) = |{8, 9}| = 2.

The objective is to judiciously select the set M ✓ U
0

so as to maximize the increase in the requester’s ⌧ -visibility
under his local information (defined in Definition 4) while
preserving query anonymity (defined in Definition 5). Note that
the requester does not know the whole graph G, but instead,
he only has his local information, which is defined as follows.

Definition 4 (local information). The local information of a
user u is defined as:

1) the identities and the visibility distance lengths of mem-
bers in user u’s ⌧ -visible set;

2) the edges started from or ended at u;
3) upon establishing a link with a new incoming neighbor,

the updated identities and visibility distance lengths of
members in user u’s new ⌧ -visible set.

In practice, due to privacy concerns, a user may not want to
disclose the information (e.g., IDs, names, etc.) about members
in his ⌧ -visible set. For example, one may hide the viewers
of their blogs. To this end, we define the notion of query
anonymity.

Definition 5 (query anonymity). Query anonymity is satisfied
when queries about members of any user’s ⌧ -visible set at any
visible threshold ⌧ is not allowed.

With the notion of local information and query anonymity
defined above, we formulate our problem as follows.

Problem 1 (visibility maximization (VisMAX-A)). Suppose
each user only has his local information defined in Defini-
tion 4. Given the graph G, the requester r, the set U

0 of
available users, the visible threshold ⌧ , the default weight of
the new edge w̄, and the new incoming neighbor quota m,
select a set of users M as new incoming neighbors of r so to
maximize the increase of ⌧ -visibility of r with query anonymity
guarantee:

maximize
M

�✓(M)

s.t. |M|  m;M \N (r) = ;;M ✓ U
0.

where ✓ = [r, w̄, ⌧ ] is the vector of given model parameters.

III. ALGORITHMIC FRAMEWORK

In this section we present an algorithmic framework to
solve VisMAX-A problem based on a query oracle. We also
analyze how the performance of query oracle will influence the
theoretical guarantee. Due to page limit, the proofs of lemmas,
theorems and corollaries are presented in our technical report
[2].

����
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A. Design of the Algorithmic Framework
We first formally define candidate and candidate set. Given

a set of users S who have been newly added as incoming
neighbors of the requester r, a user x is a candidate if he
is (1) x 2 U

0, (2) x /2 N (r) [ S and, (3) x 6= r. We also
define the set of all the candidates as candidate set, denoted
as P(S) , U

0
\ ({r} [N (r) [ S). Next, we define, analyze

and characterize the marginal gain.

Definition 6 (marginal gain). Given a set S of users who
have been newly added as incoming neighbors of the requester
r. The marginal gain of adding a candidate x, x 2 P(S) is
defined as �(x,S) , �✓(S [ {x})��✓(S).

Lemma 1. Given a set S of users who have been newly added
as incoming neighbors of the requester r. The marginal gain
of adding a candidate x, x 2 P(S) can be derived as

�(x,S)=
��⇥V(x, ⌧ �D(w̄)) \ V(r, ⌧)

⇤
\
⇥
[v2S V(v, ⌧ �D(w̄))

⇤�� .

Remark: From Lemma 1, we can observe that the marginal
gain of adding a candidate x can be computed from the
users’ local information defined in Definition 4. Based on the
definition of marginal gain, we define the best candidate.

Definition 7 (the best candidate v⇤(S)). Given a set S of
users who have been added, we define the best candidate for
current S as v⇤(S) 2 argmaxx2P(S) �(x,S).

We denote the marginal gain associated with the best candidate
v⇤(S) by �⇤(S) , maxx2P(S) �(x,S). In the following we
define an oracle to query about the best candidate.

Definition 8 (query oracle). A query oracle denoted by
QueryOracle(✏,S) is a function which outputs a random-
ized estimation of the best candidate which satisfies

E[�⇤(S)� �(v̂⇤,S)]  ✏,

where v̂⇤ = QueryOracle(✏,S) denotes the output of the
oracle.

Algorithm 1 outlines our framework. The key idea is doing
adaptive expansion on visible set, i.e., sequentially selecting
and connecting with m users. In each round, only one candi-
date is added as a new incoming neighbor, and this candidate is
directly decided by query oracle QueryOracle(✏,S). Com-
bined with Definition 8, we know that this candidate is the best
candidate estimated by the query oracle QueryOracle(✏,S).

Algorithm 1 Adaptive Expansion for VisMAX-A (AdaExp)

1: Input: the requester r, new incoming neighbor quota m
2: Output: new incoming neighbors set MAE

3: S  ;

4: while |S| < m do

5: v̂⇤  QueryOracle(✏,S)
6: S  S [ {v̂⇤}, N (r) N (r) [ {v̂⇤}
7: end while

8: return MAE  S

B. Theoretical Guarantee
The “performance gap” of Algorithm 1 (AdaExp) arises

from two parts. One is from the adaptive expansion and the
other one is from the randomness caused by the query oracle.
The following theorem presents the theoretical guarantee for
Algorithm 1 (AdaExp).

Theorem 1. Let MAE denote the output of the Algorithm 1.
Then we have

E [�✓(MAE)] �

✓
1�

1

e

◆
�✓(M

⇤)�m✏,

where M
⇤ denotes the optimal solution of VisMAX-A via

exhaustive search.

Remark: Theorem 1 states that the approximation ratio
decreases as the bound of expected error ✏ of the query
oracle increases. Our solution can achieve a high theoretical
guarantee when ✏ is small. To analyze the “performance gap”
caused by the adaptive selection, we prove the monotonicity
and submodularity of the objective function �✓(M) in our
technical report [2]. We next design a framework to implement
the query oracle.

IV. QUERY ORACLE DESIGN

In this section, we design an algorithm to implement the
query oracle.

Fig. 4. The framework to estimate v⇤(S) with anonymity guarantee.

The key idea is to design a framework to estimate the best
candidate v⇤(S) with query anonymity guarantee and error
bound guarantee, so that we can implement the query oracle
and make the AdaExp algorithm feasible. We consider the
existence of a trusted server. Fig. 4 (1) outlines the framework
of generating one sample of marginal gain �(x,S) if user x
is connected to requester r as a new incoming neighbor. First,
the trusted server uses a probabilistic data structure to query
involved users about their visible sets while preserving query
anonymity. Then those queried users return their results which
would not reveal their local information. After that, the trusted
server uses these query outcomes to produce one unbiased
sample �̂(x,S) on marginal gain �(x,S).

First, we introduce how to query one user with query
anonymity guarantee. We use the data structure KMV sketch
introduced in [1]. For simplicity of presentation, let Ṽ denote

����
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Algorithm 2 Response query with KMV sketch.
1: Input: hash function h, sketch size k, visible set Ṽ .
2: Output: the KMV sketch Q(Ṽ, k, h).
3: Notation: max(K) // return the largest value in K

4: K ;

5: for each v 2 Ṽ do

6: val = h(v)
7: if |K| < k then

8: insert val into K

9: end if

10: if |K| � k and val < max(K) then

11: remove max(K)
12: insert val into K

13: end if

14: end for

15: return Q(Ṽ, k, h) K

Algorithm 3 Generate a sample of the marginal gain �(x,S).
1: Input: hash function h, sketch size k, users {x, r} [ S .
2: Output: estimated marginal gain �̂h(x,S).
3: Apply Algo. 2 to generate the following query outcomes

Q(V(v, ⌧ �D(w̄)), k, h), 8v 2 {x} [ S,
Q(V(r, ⌧), k, h).

4: F  [Q(V(x, ⌧ �D(w̄)), k, h) \ Q(V(r, ⌧), k, h)]
\ [v2S Q(V(v, ⌧ �D(w̄)), k, h)

5: q  the k-th smallest value in
[v2S[{x}Q(V(v, ⌧�D(w̄)), k, h)[Q(V(r, ⌧), k, h)

6: return �̂h(x,S) 
|F|

k
k�1
q

the visible set that the trusted server queries for. Algorithm 2
outlines how the queried user generates the outcome, i.e., a
KMV sketch, which is denoted by Q(Ṽ, k, h). The one-way
hash function h and sketch size k are given by the trusted
server, where h is used to map the ID of each element v 2 Ṽ

(the ID of the user lies in [U ]) into a real number in [0, 1). In
this work, we assume we are given a family of hash functions
H, such that {[h(x), x 2 U ], h 2 H} = [0, 1)|U|.

Next, we introduce how the trusted server generates unbi-
ased samples on the marginal gain function �(x,S) using the
query outcomes. Before that, we give the following theorem
which shows a good property of the KMV sketch.

Theorem 2. Suppose the trusted server queries n involved
users for wanted visible sets Ṽi, 8i 2 [n], and receives query
outcomes Q(Ṽi, k, h), 8i 2 [n] (i.e., the KMV sketches). Then
we have

Eh⇠Uniform(H)

"
|� (Q(Ṽ1, k, h), . . . ,Q(Ṽn, k, h))|

k

k � 1

q

#

= |� (Ṽ1, . . . , Ṽn)|, (1)

where the function �(·, . . . , ·) denotes the result of a sequence
of set operations over its parameters, and q is the k-th smallest
value in the union of queries outcomes, i.e., [i2[n]Q(Ṽi, k, h).

Theorem 2 states that the KMV sketch can be applied to
produce an unbiased estimator on the cardinality of the op-
erations (i.e., union, intersection, etc.) of multiple sets. Recall
that Lemma 1 provides a closed form for the marginal gain
function �(x,S), which is the cardinality of the set obtained by
set operations over several involved sets. With this observation
and Theorem 2, we design Algorithm 3 and have the following
corollary.

Corollary 1. The sample �̂h(x,S) generated by Algorithm 3
is unbiased, i.e, Eh⇠Uniform(H)

h
�̂h(x,S)

i
= �(x,S).

As shown in Algorithm 3, the trusted server generates an
unbiased sample �̂h(x,S) using the query outcomes returned
by involved users. Finally, the trusted server sends the sample
�̂h(x,S) to the requester r, and r may refer to sampling history
to select the next candidate x using certain strategies, e.g.,
multi-armed bandits (MAB) strategy introduced in [3]. Note
that the unbiasedness of the sample �̂h(x,S) generated by
Algorithm 3 implies that one can estimate �(x,S) accurately
by generating a sufficiently large number of IID samples
�̂h(x,S) with different hash functions h. Also note that the
sample �̂h(x,S) preserves the anonymity as it is only a real
number.

V. PERFORMANCE EVALUATION

In this section, we conduct experiments on real-world
datasets to evaluate the performance of our algorithm.

A. Experimental Settings
We use the following datasets for evaluation.

• Blogs [4]: it contains front-page hyperlinks between blogs in
the context of 2004 US election, with 1,224 nodes and 19,025
directed and unweighted edges. Nodes correspond to blogs and
edges correspond to hyperlinks between blogs.
• DBLP [5]: it is a co-author network extracted from the
DBLP Bibliography, with 10,000 nodes and 55,734 undirected
and weighted edges. Nodes correspond to scholars who have
published papers in major conferences and edges correspond to
co-author relationships between scholars. The weights of edges
indicate the number of cooperations between two scholars.

For all above OSNs, we consider the most computationally
challenging case where all users are available, i.e., U 0 = U .
In the experiments, we use MAB strategy (best arm version)
introduced in [3] as the requester’s strategy to select the next
candidate to do sampling, which is indicated in Fig. 4 (2).
The introduction to MAB and the implementation details are
in our technical report [2].

B. Experimental Results
Evaluate AdaExpExact. We assume the case that the re-
quester is able to get the exact answer via the query oracle
(i.e., ✏ = 0 in Definition 8), which can also be regarded as a
baseline where query anonymity is not required. We name
it as “AdaExpExact”. We compare it with the brute-force
method and heuristic methods such as picking m candidates
with the largest in-degree centrality, betweenness centrality

����
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(a) Blogs, ⌧ = 3, D(w̄) = 1 (b) DBLP, ⌧ = 0.7, D(w̄) = 0.3

Fig. 5. Comparison of AdaExpExact, brute-force and heuristic methods.

and PageRank value. Fig. 5 shows that AdaExpExact achieves
the same increase in visibility as the brute-force method for
all the datasets and for all values of m, which validates the
error arises from the “adaptive” part (mentioned in III-B) of
AdaExp is very small. In addition, our algorithm outperforms
the heuristic methods.

(a) The impact of k (m = 5) (b) The impact of k (m = 10)

Fig. 6. The impact of k on AdaExp. (DBLP)

Impact of sketch size k. We consider m = 5 and m = 10,
respectively. We vary the sketch size k from 10 to 100 to
study its impact on the performance of AdaExp. Fig. 6 shows
the visibility increase achieved by AdaExp, AdaExpExact and
heuristic method based on in-degree centrality. Fig. 6(a) shows
that as the sketch size k increases, AdaExp achieves a larger
visibility increase. When the sketch size is around 50, AdaExp
achieves a visibility increase close to AdaExpExact and starts
to grow very slowly. This is important because it implies
that AdaExp only requires a small sketch size to generate a
good estimation. AdaExp almost always outperforms heuristic
methods unless the sketch size k is very small. Fig. 6(b) further
validates this observation when m = 10.

VI. RELATED WORK

From an application perspective, our work is related to
friendship recommendation [6]–[9], link prediction [10]–[12]
and influence maximization [13]–[15]. However, different
from all above, our work is built on a social visibility model,
and thus the approaches to solving those problems can not be
applied to the VisMAX-A problem. Moreover, our framework
provides anonymity guarantee, while those problems do not.
From a methodology perspective, the KMV sketch technique
has been widely used to estimate the cardinality of record size
[16], [17]. In [18], Cohen et al. introduce a new estimator
for the size of sets intersection based on the MinHash sketch

technique. A general unbiased estimation over a sequence of
set operations is proposed in [1]. In our framework, we use
the KMV sketch to design queries while preserving query
anonymity.
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VIII. CONCLUSIONS

In this paper, we develop a mathematical model to quantify
social visibility and formulate the social visibility maximiza-
tion problem (VisMAX-A). Based on a query oracle, we de-
velop a computationally efficient algorithm AdaExp to address
the VisMAX-A problem with an approximation ratio slightly
lower than (1 � 1/e). Then, we propose a query oracle to
estimate the best candidate in each iteration of AdaExp with
anonymity guarantee and error bound guarantee. Finally, we
conduct experiments on real-world social network datasets to
validate the effectiveness of our framework.
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