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Abstract

The recent implementation of bilingualism in the Common Law system in Hong Kong has brought about an
urgent nead to develop a Computer-Aided Transcription (CAT) system to efficiently produce verbatim records of
court proceadings conducted in Cantonese Chinese. The Cantonese Chinese CAT system essentially converts
phonologicdly-based shorthand code, or stenograph code, into orthographic representation in Chinese
charaders. One big challenge in our development of a Cantonese Chinese CAT system is the ambiguity
resolution for homophonous Chinese tharaders that share identical stenograph code. To solve the problem, the
bigram model is used as the language model. We implemented the Viterbi algorithm to efficiently compute the
most likely Chinese charader string for ead sequence of stenograph code input. The CAT system is trained
with a 0.85 million charader corpus. By incorporating enhancement features such as eamarked treament of
numerals, spedal encoding and domain-spedfic transcription, the Cantonese Chinese CAT system achieves as
much as 96% transcription acaracy.

Keywords. Computational Linguistics, Text Corpora and Text Encoding

1. Introduction

The British rule in Hong Kong made English the only official language in the legal domain
for over a century. It is not until the reversion d sovereignty to Chinain 1997that Chinese
has also come to enjoy official status in the Judiciary of Hong Kong. Legal bili ngualism in
Hong Kong has brought on an urgent need to create aComputer-Aided Transcription (CAT)
system for Chinese to be onapar with the eisting English CAT system. (Lunet a., 1995 A
research projed is undertaken to develop a Chinese CAT system. The system will enable the
efficient maintenance of legally tenable records of bilingual (Chinese axd English) court
procealings. Similar to English stenography, ou Chinese CAT system is phondogicdly-
based.

The major chalenge of the development is to resolve the ambiguity given rise by the
homonymy in the @mnwersion d phondogicd code to Chinese dharaders. Probabili stic
models have been widely applied to resolving ambiguity in natural language processng.
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They find applicaions in areas like part-of-speed tagging (Bahl and Mercer, 1976, speech
recognition (Rabiner, 1989 Waibel and Lee, 1990, and word sense disambiguation
(Charniak, 1993,DeRose, 1988. This paper will present the gplicaion d statisticd method
to the development of a Chinese CAT System. The Viterbi agorithm (Viterbi, 1967 is
employed to find the best solution in dsambiguating homophonos Chinese charaders for
phondogicdly-based stenograph codes. Suppdemented with some spedal measures, the
system can achieve ébou 96% accuracy in the conversion d the stenograph codes to Chinese
characters. The transcription system demonstrates the use of text corpora and statisticd
models in solving computational i nguistic problems.

In this paper, we will outline the design of Cantonese Chinese CAT system. The next sedion
briefly introduces the major parts of a CAT system. Sedion 3 describes the bigram statisticd
model for code mnwversion in automatic transcription. In Sedion 4, we will discuss three
measures that help improve the transcription acairacy. Lastly, Section 5 summarizes our
findings.

2. Overview of Computer Aided Transcription (CAT)

Threemajor comporents can be identified in a CAT system, as shown in Figure 1. First, the
stenographer encodes geech, i.e. a sequence of syllables, into a sequence of stenograph code,
or shorthand code, simultaneously when the litigant is spe&king. Each stenogaph code
basicdly stands for a syllable. Then the sequence of code {s;, ... , Si} is fed into the
Computer Transcription System (CTS) to recover the original text {cy, ... , C;}. Lastly, some
post-editing is neaded to corred errors originated from typing mistakes or mis-transcription.

Stenograph Computer
M E P Transcription ———» Post-editing
achine S Sy | System (CTS) | G o

Figure 1 Three mgor componentsin CAT

The present paper will focus on CTS which concerns the conversion of stenograph code
(representing a sequence of syllables) into Chinese characters. Our stenograph system is built
on the basis of the existing CAT system for English so that the existing contingent of court
stenographers can switch from one system to the other easily to produce the appropriate legal
proceedings. However, the language differences mandate the use of more sophisticated
techniques in the design of the Chinese CTS.

Chinese is an ideographic language. Each character represents one syllable. Very often, many
Chinese characters may share the same pronunciation, and thus be denoted by the same
stenograph code. While the total inventory of Cantonese syllabic typesis about 720 (based on
the Jyutping Romanization system of the Linguistic Society of Hong Kong (1997)), there are

i In our Cantonese Chinese CAT system, the syllables are represented using Jyutping romanization
scheme. See Linguistic Society of Hong Kong (1997).



JADT 2000 : 5% Journées International es d’ Analyse Statistique des Données Textuelles

a least 10,000Chinese dharacter types. Naturally the magnitude of the homocode problem
can vary across different domains of application. We tried to estimate this for the legad
domain with reference to a 0.85million charader corpus comprising of court proceedings.
Abou 600 syllabic types were foundto be used. However, these types have dready been
resporsible for the pronurtiations of over 2,500 character types foundin the same @rpus.
Therefore eab syllabic type on the average can be shared by up to 4 hanophonos charader
types. In the extreme caes, 27 characters are foundto be homophonows. The homocode
problem thus is indeed very serious. If ambiguity is not properly resolved, the stenograph
code will easily be mis-interpreted and the wnversion will generate alarge anourt of errors.
The statisticd methodis employed to intelli gently seled the most probable darader out of a
homophonows =t for each shorthand code in context.

3. Statistical Approach to Ambiguity Resolution

3.1 Bigram Model
We gply the well-known bigram model to determine the best charader sequence {c, ..., G}

given the inpu stenograph code sequence {s, ... , s}. In statisticd terms, (1) shodd be
maximized.

Q) PROB (¢, ..., C| Sty -+ ) &)

where {c;, ... , &} stands for a sequence of k charaders, and {s;, ... , &} Stands for a

sequenceof k input stenograph codes.

Ashuge anourt of datais needed to generate reliable statisticd estimates for (1), we may find
approximation d (1) when certain assumptions are made. First, rewrite (1) as (2) using
Bayes' rule.

PROBRgc,,...,c,)* PROHS,,...,S, |C,,....C,)
PROHKS,....,S,)

As the vaue of PROB (s, ..., S) is the same for any { ¢, ..., ¢ }, the issie now is to
maximize the numerator in (2), i.e. (3).

(2)

3 PROB (cy,..., &) * PROB (s ,...,S] C1,.-,Ck)
By making two more assumptions', (3) can be approximated by (4).
4) [1i=1..k (PROB(ci| ci-1) * PROB(s | ¢) )

The alvantage of this approximationisthat PROB(s | ¢;) and the bigram probabili ty PROB(ci|
Ci-1) can be readily computed from atraining corpus. The Viterbi agorithm isimplemented to
efficiently compute the maximum value of (4) for different choices of charader sequence

" Assumption 1: (Bi-gram model) Using the bigram model, the expresson PROB(cy, ... , C) can be
approximated by the product of al conditional probabiliti es of a charader and the previous charader, i.e. ¢; and
Ci1 [1i=1,...k PROB(Ci|Ci.1).

Assumption 2: (Independence of Pronunciation) The pronurciation of ¢; (as represented by s) is independent
of that of the precaling or succealing membersincy, ...,cc. Accordingly, the expression PROB (s, ..., S C1,-- -
Cx) can be gproximated by [ i=1.. x PROB(s;|ci).
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3.2 Evaluation Prototypes

To evaute the system, we condwted some experiments to simulate the adual transcription
processng using two prototypes. The first prototype, CATya, implements the Viterbi
algorithm for converting stenograph code into the Chinese text. A semnd pototype, CAT),
(for control purpose) does nat implement the Viterbi algorithm. Instea, it uses the crude
method d conversion simply by seleding the character, within the homophonows s, that has
the highest occurrence frequency. In this way, the improvement gained from the Viterbi
algorithm can be estimated.

To prepare for the simulation, authentic Chinese curt proceedings were obtained from the
Hong Kong Judiciary. Sinceboth prototypes require training, a training corpus of abou 0.85
milli on charaders was compiled. The @rpus consists of Chinese dharaders along with the
correspondng stenograph codes. In CATya training, the bigram co-occurrence probabiliti es
between charaders in the texts were cdculated. In CAT), the dharacter with the highest
frequency was cdculated for ead syllable type/stenograph code. A testing corpus of abou
0.15 million charaders was also set up. The Chinese charaders were conwerted into the
correspondng stenograph code. The test data thus consists lely of stenograph codes,
simulating the input by stenographers. In ou expreriments, the trained prototypes were used
to convert the testing corpus which consists lely of stenograph code into the Chinese text.

To measure the transcription acarracy, the transcribed text from ead prototype and the
original text were aompared. Ead transcribed character was checked against the character in
the original text. The number of identicd character pairs were calculated. CAT, and CATya
achieve an accuaracy of abou 78.0% and 92.4% respedively. The gplication d the
statisticd methodin CATya offers abou 14% gain in accuracy over CAT.

4. Improving the Transcription Accuracy

The statisticd approach to ambiguity resolutionitself does not guarantee 100% accuracy. To
boast the acaracy further, three measures are taken, nramely, speda coding scheme derived
from error analysis, ear-marked treagment of numerals, and damnain-spedfic transcription. In
the subsequent tests, the same transcription engine, CATya, is used. However, different
measures are alopted to improve the accuracy rate.

4.1 Special Encoding Scheme

An error analysis was conducted to investigate the possble causes of the mis-transcribed
characters. The study reveded that a noticeable anourt of errors were due to high failure rate
in retrieving some characters in the transcription. It was foundthat the ambiguity resolution
was poa even when the statisticd method was employed. The reason is that some charaders
have an exceptionaly high frequency. Their stenogaph codes are shared by a number of
homophonow characters. Whenever these stenograph codes are encourtered, the program
will usually output the dharader with an exceptionally high frequency because of their high
rate of occurrence in the training data. The exceptionally high frequency charader interferes
the orred retrieval of other characters dharing the same stenograph code. For example, in
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Cantonese, hai (“to be”) and hai (“at”) are homophonos in terms of segmental makeup and
thus have identicd stenogaph code. Their absolute frequencies in ou training corpus are
8,695 and 1614 respectively. Due to the large discrepancy in frequency, the latter is mis-
transcribed as the former 44% of the times.

To minimize the interference, we encoded 32such high frequency charaders that consistently
produwe interference with separate unique stenograph codes. Although this kind d
exceptional encoding deviates from the phondogicdly-based scheme, court stenographers can
generally hande the small set with ease. Applying the speda encoding scheme to CATya,
we set up athird prototype, CATyase. CATvase Offers abou 2% increase in accuracy over
CATya, resulting in 95.03% acairacy.

4.2 Domain-specific Transcription

The second measure to raise the acaoracy is domain-spedfic transcription. In English
Stenograph CAT system, automatic transcription is suppated by speda “Job dctionaries.”
These domain-specific dictionaries contain professonal vocabularies that are used in cases of
similar types. At transcription time, they can be dynamicdly activated depending on the type
of the cae recorded. In our analysis of the authentic legal transcripts, we aso nate that
different case types have spedfic lega terms or usage that may nat be frequently foundin
other categories. For instance chemical vocabulary that is frequently found in drug-
trafficking cases will certainly not be & frequent in transcripts related to fraud or traffic
offences. A similar measure is built into ou statisticaly-based Chinese CAT system. The
advantage of capitalizing on the vocabulary diff erences acrossvarious domains is even more
apparent in ou system. Integrating al vocabularies in a single training corpus may obscure
the @-occurrence probabiliti es of some dharacters that frequently occur in some domains but
nat the others. Limiting the training to a confined set of vocabulary helps lower the anbiguity
of the stenograph code. The statisticd data obtained will model the language of the domain
better.

To model “Job dctionaries” in ou Chinese CAT system, we have exploited this domain-
spedficity of the lexicd items foundin the legal transcripts. A test has been condwcted. In
the previous tests, the training and testing corpora are drawn from court transcripts of various
case types, e.g. traffic, assault, and robbery. In the new test, we compiled ancther set of the
training and testing corpora which consist solely of transcripts related to the “Traffic” case
type. The sizes of these @rpora ae the same & those in the previous prototypes for
comparison. The fourth prototype, CATya TR, iSidenticd to CATya. The prototype gives an
acaracy of 94.5%%. At present the other categories including Traffic, Assault, and Robbery
are being compiled. More domainswill be alded in the near future.

4.3 Ear-marked Treatment of Numerals

In the original English stenogaphy, numerals, e.g. 1998, 250000, 0.2re encoded using the
numerals themselves instead of phondogicdly-based stenograph code. Speda numeric keys
can be found onthe stenograph keyboard for inpu. As aresult, each numeral type represents
a distinct stenograph code. However, this representation prevents us from capturing some
regularities of numerals. For example, in Chinese, the numeral is often followed by a set of
clasgfiers or units of measurement, e.g. ddlar, metre. If each numeral type is represented by
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a distinct code, this regularity can hardly be cagtured by the bigram probabiliti es as the
occurrences of individual numeral types, say, 651, 23,etc, can be pretty low even in a
comparatively large @rpus. The negative impad of the problem is that any numerals that do
not appea in the training datawill become anew code.

To improve the transcription d the code aljacent to previously unseen numera code, we tred
al numeras as one single cdegory. Instead of representing each numeral types using a
distinct code, a speda symbad, “NUM?”, is introduced to serve & the stenograph code for all

numera types. Each time when the training procedure encourters a numera type, the
frequency and the -occurrence probability of the NUM entries and its adjacent code will be
updated. In this way, we can tradk the probability of the -occurrence of the numerals
(instead of individual numeral) with ather Chinese dharacters. An experiment was dore by
incorporating the fegure ontop d the Viterbi algorithm. We cdl this prototype CATya num-

In the initia testing, there was naticeable improvement of the accuracy. However, as we
scded upthe training size & in the previous test, the accuracy is raised orly by 0.08%6 to
92.42%. The net improvement is small. There ae two reasons for this. First the occurrence
of numerasis relatively small in the testing corpus (0.6% in 0.2milli on charader). Second,
we foundthat the mgjority of the numeral types are the ten ore-digit numerals (e.g. 1, 2, 3,
etc.) used for enumeration in bah the training and testing data. Their frequencies are quite
high. As aresult, their co-occurrence probabiliti es with ather codes are taken care of by the
training set. However, the treatment will still be useful for preventing the potential negative
impad on transcription we mentioned for unanticipated novel numerals foundin new test
data. We ae till conducting experimentsin this conredion.

4.4 Combing All the Measures

It is evident from the tests mentioned that of the three measures, specia encoding and
domain-spedfic processgng offer larger improvement. To push the accuracy even further, the
threemeasures discussd in Sedion 4.1to 4.3are anployed simultaneoudy to form the fifth
prototype, CATaLL. The “Traffic” training and testing corpora are processed with spedal
encoding and nuneral treament. CATa . achieves 96.73% acairacy.

5. Conclusion

To summarize, we aeded a unique Chinese CAT system that adapts the phondogically-
based stenograph madine and its encoding scheme originaly designed for Indo-European
languages. The system has managed to produce acurate transcription in a language which
has many homophonows charaders. The successmakes it passble for the aurt stenographer
to operate in Chinese and English withou re-creding a different stenograph keyboard and
inpu scheme, facilit ating the implementation d legal bilingualism in the Judiciary of Hong
Kong.

To redize dl these, the key isale lies in the resolution d ambiguity given rise during the
conversion from phondogically-based code to the Chinese charaders. The bigram statisticd
model has been applied to seled, using the Viterbi agorithm, the most probable sequence of
characters out of the homophonow charader sets, a criticd isaue in the design d CAT for a
basicdly monasyllabic language. With additional measures sich as gecia encoding and
domain-spedfic processng, the Chinese CAT system has attained abou 96% transcription
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acaracy. The results also have significant implicaions to finding a good solution for
inputting Chinese charaders using phondogically-based romanization oncomputers.
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