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0 <
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8 For 1/2 < ~ < 1, by exchanging the roles of the
symbols O and 1 and applying the same argument, we
obtain Rj(D) as above except that ~ is replaced by
1 — ~, i.e.,

hp(1 —~) — hp(D) if 0< D <1-—
RI(D):{ob( VT he®) if D>1— ~. !
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A Remark

The rate-distortion theorem does not include the source coding theorem as a
special case:

e In Example 8.20,

R;(D) = ho(7) — he(D) if 0 <D < min(y,1—7)
' L0 if D > min(y,1— )

for 0 <~ <1, where v = Pr{X = 1}.
e Therefore, R;(0) = hy(v) = H(X).

e By the rate-distortion theorem, if R > H(X), the average Hamming dis-
tortion, i.e., the error probability per symbol, can be made arbitrarily
small.

e However, by the source coding theorem, if R > H(X), the message error
probability can be made arbitrarily small, which is much stronger.



