
7.7 Separation of Source and 
Channel Coding



A Separation Theorem

• Consider transmitting an information source with entropy rate H reliably

through a DMC with capacity C.

• If H < C, this can be achieved by separating source and channel coding

without using feedback.

• Specifically, choose Rs and Rc such that

H < Rs < Rc < C.

• It can be shown that even with complete feedback, reliable communication

is impossible if H > C. See textbook for details.
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The separation theorem for source and channel coding has the following engi-
neering implications:

• asymptotic optimality can be achieved by separating source coding and
channel coding

• the source code and the channel code can be designed separately without
losing asymptotic optimality

• only need to change the source code for di�erent information sources

• only need to change the channel code for di�erent channels

Remark For finite block length, the probability of error generally can be
reduced by using joint source-channel coding.
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