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3.4 Y* can be Negative



For n = 2,

e 1™ is always nonnegative.
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e We will show that it is possible to construct r.v.’s X;, X9, and X3 such
that ,u*(X1 N Xo N Xg) < 0.
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