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2.3 Continuity of Shannon’s
Information Measures for Fixed
Finite Alphabets
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e For countable alphabets, Shannon’s information measures are everywhere
discontinuous.

e To probe further, see Problems 28, 29, 30, 31, and
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