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where a;-k is the optimal power allocated to the
1th channel in the equivalent system, and its
value can be obtained by water-filling.



