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The Gaussian channel is the most commonly used model for a noisy channel
with real input and output, because:

1. the Gaussian channel is highly analytically tractable

2. the Gaussian noise can be regarded as the worst kind of additive noise
subject to a constraint on the noise power.
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