
11.2 The Channel Coding Theorem



• Message Set W = {1, 2, · · · , M}

• Codewords e(1), e(2), · · · , e(M), where e(w) = (x1(w), x2(w), · · · , xn(w))

• Codebook The set of all codewords.

Definition 11.9 An (n,M) code for a continuous memoryless channel with

input constraint (, P ) is defined by an encoding function

e : {1, 2, · · · ,M} ! <n

and a decoding function

g : <n ! {1, 2, · · · ,M}.

Moreover,

1

n

nX

i=1

(xi(w))  P for 1  w  M,

i.e., each codeword satisfies the input constraint.
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Assumptions and Notations

• W is randomly chosen from the message set W, so H(W ) = log M .

• X = (X1, X2, · · · , Xn); Y = (Y1, Y2, · · · , Yn)

• Thus X = e(W ).

• Let Ŵ = g(Y) be the estimate on the message W by the decoder.
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Error Probabilities

Definition 11.10 For all 1  w  M , let

�
w

= Pr{ ˆW 6= w|W = w} =

Z

{y2Yn:g(y) 6=w}
fY|X(y|e(w))dy

be the conditional probability of error given that the message is w.

Definition 11.11 The maximal probability of error of an (n,M) code is defined

as

�
max

= max

w

�
w

.

Definition 11.12 The average probability of error of an (n,M) code is defined

as

P
e

= Pr{ ˆW 6= W}.
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Definition 11.13 A rate R is (asymptotically) achievable for a continuous

memoryless channel if for any ✏ > 0, there exists for su�ciently large n an

(n,M) code such that

1

n
logM > R� ✏

and

�
max

< ✏.

Theorem 11.14 A rate R is achievable for a continuous memoryless channel

with input constraint (, P ) if and only if R  C(P ), the capacity of the channel.
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