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1. In Lecture 4 we showed that the maximum likelihood estimator for the mean λ of a Poisson(λ)
random variable given that N occurrences are observed within a time unit is N .

(a) Now subdivide the time unit into 10 equal intervals and suppose that Ni occurrences are
observed in the i-th interval. The Ni are then independent samples of a Poisson(λ/10)
random variable. What is the maximum likelihood estimator for λ?

Solution: The joint PMF of N1, . . . , N10 is

P(N1 = x1, . . . , N10 = x10|λ) = e−λ/10 · (λ/10)x1

x1!
· e−λ/10 (λ/10)x2

x2!
· · · e−λ/10 (λ/10)x10

x10!

∝ e−λλx1+···+x10 .

The inflection points must satisfy d/dλ(e−λλx1+···+x10) = 0, which can only happen when
λ = x1 + · · · + x10. This is indeed a maximum (as the expression is zero at λ = 0 and
λ =∞), so the maximum likelihood estimate for λ is MLE = N1 + · · ·+N10.

(b) Is the maximum likelihood estimator in part (a) biased or not?

Solution: E[MLE] = E[N1 + · · · + N10] = E[N1] + · · · + E[N10] = 10(λ/10) = λ, so it
is unbiased.

(c) (for ESTR) Can you come up with a sufficient statistic for n samples of a Poisson(λ)
random variable?

Solution: Their sum N = N1 + · · · + Nn is a sufficient statistic. Given N , Ni can
be taken as the number of samples that take values between i − 1 and i among N
independent samples of a Uniform(0, n) random variable. You then need to verify that
N1, . . . , Nn are (unconditionally) independent Poisson(λ) random variables.

2. You have a coin that is either always heads (θ = 1) or fair (θ = 0).

(a) What is the maximum likelihood estimator for θ from n independent coin flips?

Solution: When θ = 1, the all-heads outcome has probability 1 and all others have
probability zero. When θ = 0, all outcomes have probability 2−n. Therefore the maxi-
mum likelihood estimate is 1 for an all-heads sequence and 0 for all other outcomes.

(b) What is the unbiased estimator for θ from one coin flip? (There is only one.)

Solution: Let h and t be the outputs of the estimator when observing a head and a tail,
respectively. When a head is observed, the estimator must output 1 with probability
one, so h = 1. If it didn’t, the estimator would be biased in the case θ = 1. Then the
bias in case θ = 0 is 1

2h+ 1
2 t. For the estimator to be unbiased in this case also, t must

equal −1. Therefore the estimator should output 1 when observing a head and −1 when
observing a tail.

(c) (Optional) Among all unbiased estimators for θ from n coin flips, which one has the
smallest variance?

Solution: Let H be the event of observing n heads. By the same reasoning as in part
(a), the estimator Θ̂ must output 1 conditioned on H. Therefore the estimator has
zero-variance when θ = 1, i.e., Var1[Θ̂] = 0.



When θ = 0, by the total expectation theorem, the bias is

E0[Θ̂] = E0[Θ̂|H] · 2−n + E0[Θ̂|Hc] · (1− 2−n),

so if the bias is zero, we must have E0[Θ̂|Hc] = −2−n/(1− 2−n). The variance is

Var0[Θ̂] = E0[Θ̂
2] = E0[Θ̂

2|H] · 2−n + E0[Θ̂
2|Hc] · (1− 2−n),

which is minimized when E0[Θ̂
2|Hc] is. Since

E0[Θ̂
2|Hc] = Var0[Θ̂|Hc] + E0[Θ̂|Hc]2 = Var0[Θ̂|Hc] +

2−n

(1− 2−n)2

the minimum is attained when Var0[Θ̂|Hc] is zero, namely when Θ̂ takes the same value
−2−n/(1 − 2−n) on all sequences that have at least one tail. In conclusion, the desired
estimator is

Θ̂ =

{
1, if all n flips are heads,

−2−n/(1− 2−n), if there is at least one tail.

The indicator of the event H is in fact a sufficient statistic for θ.

3. Let N be a single sample of a Geometric(θ) random variable.

(a) What is the maximum likelihood estimator for θ from N?
[Adapted from textbook problem BT9.1.2]

Solution: Recall that the PMF of N is P(N = n|θ) = θ(1−θ)n−1. The inflection points
are the zeros of dP(N = n|θ)/dθ = (1− θ)n−1− (n− 1)θ(1− θ)n−2, which include θ = 1
and θ = 1/n. Taking into account the other interval endpoint θ = 0 we conclude that
the maximum occurs at θ = 1/n, so the maximum likelihood estimate is MLE = 1/N .

(b) Is the estimator from part (a) biased?
(Hint: x+ x2/2 + x3/3 + · · · = ln 1/(1− x) for −1 < x < 1.)

Solution: The bias of MLE = 1/N is

Eθ[1/N ] = 1 · θ + 1
2 · θ(1− θ) + 1

3 · θ(1− θ)
2 + · · ·

=
θ

1− θ

(
(1− θ) +

(1− θ)2

2
+

(1− θ)3

3
+ · · ·

)
=

θ

1− θ
ln(1/θ)

this is not the same as θ, for example when θ = 0.5. So the estimator is biased.

4. You are given three samples of a Zig(θ) random variable, which has PDF

f(x) =

{
2(x− θ), when θ ≤ x ≤ θ + 1

0, otherwise.

(a) What is the expected value µ of a Zig(θ) random variable?

Solution: µ =
∫ θ+1
θ 2(x− θ)xdx = θ + 2

3 .

(b) Come up with an unbiased estimator for θ that depends only on the sample mean X.

Solution: Since X is an unbiased estimator for µ, Eθ[X] = θ+ 2
3 , so X− 2

3 is an unbiased
estimator for θ.



(c) Repeat part (b) for the sample maximum MAX. Solution: The CDF of MAX is

P(MAX ≤ t|θ) = P (X1 ≤ t,X2 ≤ t,X3 ≤ t) = P (Xi ≤ t)3 =
(∫ t

θ
2(x−θ)dx

)3
= (t−θ)6

when θ ≤ t ≤ θ + 1. The PDF is fMAX(t) = 6(t− θ)5 and the expected value is

Eθ[MAX] =

∫ θ+1

θ
t · 6(t− θ)5dt =

∫ 1

0
(θ + t) · 6t5dt = θ +

6

7
.

Therefore MAX − 6
7 is an unbiased estimator of θ.

(d) What are the variances of your estimator from part (b) and part (c)? (Hint: Argue
that the variance should not depend on θ and assume θ = 0 in the calculation.)

Solution: The shifted samples X1− θ,X2− θ,X3− θ are Zig(0) random variables with
sample mean X − θ and sample maximum MAX − θ. Since shifting by a constant does
not change the variance, i.e.

Varθ[X − 2
3 ] = Var0[X − θ − 2

3 ] = Var0[X]

Varθ[MAX − 6
7 ] = Var0[MAX − θ − 6

7 ] = Var0[MAX],

we may assume θ = 0 and ignore the constant shift when calculating the sample vari-
ances.

Var(X) =
1

3
Var(X) =

1

3
(E[X2]− E[X]2) =

1

54

because E[X] = µ = 2
3 and E[X2] =

∫ 1
0 x

2 · 2xdx = 1
2 . As for the sample max,

Var[MAX] = E[MAX2]− E[MAX]2 =

∫ 1

0
t2 · 6t6dt−

(6

7

)2
=

2

3
−
(6

7

)2
=

3

196

so the part (c) estimator has lower variance.


