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INTRODUCTION

Expert combination is a classic strategy that has been 
widely used in various problem solving tasks. A team 
of individuals with diverse and complementary skills  
tackle a task jointly such that a performance better 
than any single individual can make is achieved via 
integrating the strengths of individuals. Started from 
the late 1980’ in the  handwritten character recogni-
tion literature,  studies have been made on  combining 
multiple classifiers. Also from the early 1990’ in the 
fields of  neural networks and machine learning, efforts 
have been made under the name of ensemble learning or 
mixture of experts on how to learn  jointly a mixture of  
experts (parametric models) and a combining strategy 
for integrating them in an optimal sense. 

The article aims at a general sketch  of  two streams 
of studies, not only with a  re-elaboration of  essential 
tasks, basic ingredients, and typical combining rules, 
but also with a general combination framework (es-
pecially one concise and more useful one-parameter 
modulated special case, called a-integration) suggested 
to unify a  number of typical classifier combination 
rules and several mixture based learning models, as 
well as max rule and min rule used in the literature on 
fuzzy system. 

BACKGROUND

Both streams of studies are featured by two periods of 
developments. The first period is roughly from the late 
1980s to the early 1990s. In the  handwritten character 
recognition literature, various classifiers have been 
developed  from different methodologies and different 
features, which motivate studies on combining multiple 
classifiers for a better performance. A systematical 
effort on the early stage of studies was made in (Xu, 

Krzyzak & Suen, 1992), with an attempt of setting up 
a general framework for classifier combination.  As re-
elaborated in Tab.1, not only two essential tasks  were 
identified and a framework of  three level combination  
was presented for the second task to cope with different 
types of classifier’s output information, but also several 
rules have been investigated towards two of the three 
levels, especially with Bayes voting rule, product rule, 
and Dempster-Shafer rule proposed. Subsequently, 
the rest one (i.e., rank level)  was soon studied in (Ho,  
Hull, & Srihari, 1994) via Borda count.  

Interestingly and complementarily,  almost in the 
same period the first task happens to be the focus of 
studies in the neural networks learning literature. En-
countering the problems that there are different choices 
for the same type of neural net by varying its scale 
(e.g., the number of hidden units in a three layer net), 
different local optimal results on the same neural net 
due to different initializations, studies have been made 
on how to train  an ensemble  of diverse and comple-
mentary networks via cross-validation- partitioning,  
correlation reduction pruning,  performance guided  
re-sampling, etc, such that the resulted combination 
produces a better generalization performance (Hansen &  
Salamon, 1990; Xu, Krzyzak, & Suen, 1991; Wolpert, 
1992; Baxt, 1992, Breiman, 1992&94; Drucker, et al, 
1994). In addition to classification,  this stream also 
handles function regression via integrating individual 
estimators by a linear combination (Perrone & Cooper, 
1993). Furthermore,  this stream progresses to consider 
the performance of two tasks in Tab.1 jointly in help 
of the mixture-of-expert (ME) models (Jacobs,  et al, 
1991;  Jordan & Jacobs, 1994;  Xu & Jordan, 1993; 
Xu,  Jordan & Hinton, 1994),  which can learn either 
or both of the combining mechanism and individual 
experts in a maximum likelihood sense.

Two stream studies  in the first period jointly set 
up a landscape of this emerging research area, together 
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with a number of typical topics or directions. Thereafter, 
further studies have been further conducted on each 
of these typical directions. First, theoretical analy-
ses have been made for deep insights and improved 
performances.  For examples, convergence analysis 
on the EM algorithm for the mixture based learning 
are conducted in (Jordan &  Xu, 1995;  Xu & Jordan, 
1996).  In Tumer  & Ghosh (1996),  the additive errors 
of  posteriori probabilities by classifiers or experts are 
considered, with variances and correlations of these 
errors investigated for improving the performance of 
a sum based combination. In  Kittler, et al (1998),  the 
effect of these errors on the sensitivity of sum rule vs 
product rule are further investigated,  with a conclusion 
that summation is much preferred. Also, a theoretical 
framework is suggested for taking several combining 
rules as special cases  (Kittler, 1998) ,  being unaware 
of  that  this framework is  actually the mixture-of-ex-
perts model  that was  proposed firstly for combining 
multiple function regressions in (Jacobs,  et al, 1991) 
and then for combining multiple classifiers in (Xu & 
Jordan, 1993).  In addition, another theoretical study  is 
made  on six classifier fusion strategies in (Kuncheva, 
2002). Second,  there are further studies on Dempster-
Shafer rule (Al-Ania, 2002) and other combing methods 
such as  rank based, boosting based, as well as local 

accuracy estimates (Woods, Kegelmeyer, &  Bowyer, 
1997).  Third, there are a large number of applications. 
Due to space limit, details are referred to Ranawana & 
Palade (2006) and Sharkey & Sharkey (1999).  

A GENERAL ARCHITECTURE, TWO  
TASKS, AND THREE INGREDIENTS

We consider a general architecture shown in Fig.1. 
There are k

jj xe 1)}({ =  experts with each ej(x) as either a 
classifier or an estimator. As shown in Tab.2, a classi-
fier outputs one of three types of information, on which 
we have three levels of combination. The first two 
can be  regarded as special cases of the third one that 
outputs a vector of measurements.  A typical example 

is  T
jj xmpxp )]|(,),|1([   with each 0)|(1 ≥≥ xp j   

expressing a posteriori probability that x is classified to 

the th-  class.  Also, )|()|( xypxp jj  ==  can be further 

extended to )|( xyp j  that describes a distribution  for a 

regression mRyx ∈→ . In Figure 1, there is also a gat-
ing net  that generates signals  k

jj x 1)}({ =  to modulate 
experts by a combining mechanism M(x).  

Table 1. Essential tasks and their implementations
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Based on this architecture, two essential tasks of 
expert combination could be still quoted from  (Xu, 
Krzyzak & Suen, 1992) with a slight modification on 
Task 1, as shown in Tab.1,  that the phrase ̀ for a specific 
application?’ should be deleted in consideration of the 
previously introduced studies  (Hansen &  Salamon, 
1990; Xu, Krzyzak, & Suen, 1991; Wolpert, 1992; 
Baxt, 1992, Breiman, 1992&94; Drucker, et al, 1994; 
Tumer  & Ghosh, 1996). 

Insights can be obtained  by considering three basic 
ingredients of  two streams of studies, as shown in Fig.2. 
Combinatorial choices of different ingredients lead to 
different specific models for expert combination, and 
differences in the roles by each ingredient highlight  
the different focuses of  two streams. In the stream 

of  neural networks and machine learning,  provided 
with a structure for each ej(x), a gating structure, and 
a combining structure M(x),  all the rest unknowns are 
determined under guidance of a learning theory in term 
of minimizing an error cost.  Such a minimization is 
implemented via an optimizing procedure by a learn-

ing algorithm,  based on a training set N
ttt yx 1},{ =  that 

teaches a  target yt for each mapping m
t Rx → . While in 

the stream of combing classifiers,  all k
jj xyp 1)}|({ =  are 

known without unknowns left to be specified. Also, M 
is designed according to certain heuristics or principles, 
with or without  help of a training set, and  studies are 
mainly placed on developing and analyzing different 
combining mechanisms, for which we will further dis-

Figure 1.  A general architecture for expert combination

Table 2.  Three levels of combination
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cuss subsequently. The  final combining performance 
is empirically evaluated by the misclassification rate, 
but there is no effort yet on developing a theory for one 
M that minimizes the misclassification rate or a cost 
function, though there are some investigations on how 
estimated posteriori probabilities can be improved by 
a sum rule  and on error sensitivity of estimated pos-
teriori probabilities (Tumer & Ghosh, 1996; Kittler, et 
al, 1998). This under-explored direction also motivate 
future studies subsequently. 

f-COMBINATION

The arithmetic, geometric, and harmonic mean of non-

negative number kjb j ,,1,0 =≥  has been further 
extended into one called:

 f-mean 
 

))((
1

1 ∑
=

−=
k

j
jjf bffm , 

where f(r) is a monotonic scalar function, and

aj > 0 ∑ =
=

k

j j1
1 

(Hardy, Littlewood, & Polya, 1952). 
We can further generalize this f-mean to the  general 

architecture shown in Fig.1, resulting in the following 
f-combination:

)))|(()(()(
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In the following, we discuss to use it as a general  
framework to unify not only typical classifier combin-
ing rules but also  mixture-of-expert learning and RBF 
net learning, as shown in Tab.3.

We observe the three columns for three special cases 
of f(r).  The first column is the case f(r) = r, we return 
to the ME model:

 
 

)|()()(
1

xypxxM j

k

j
j∑

=

= , 

which was  proposed firstly for combining multiple 
regressions in (Jacobs,  et al, 1991) and then for com-
bining classifiers in (Xu & Jordan, 1993). For different 
special cases of aj(x), we are lead to a number of existing 
typical examples. As already pointed out in (Kittler, et 
al, 1998),  the first three rows are four typical classifier 
combining rules (the 2nd row directly applies to the 
min-rule too). The next three rows are three types of  
ME learning models, and a rather systematic summary 

Figure 2. Three basic ingredients
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is referred to Sec. 4.3 in (Xu, 2001). The last row is a 
recent development of  the 3rd row.

The 2nd row of the 2nd column is the geometric 
mean:

k

k

j
j xypxM ∏

=

=
1

)|()( , 

which is equal to the product rule  (Xu, Krzyzak and 
Suen, 1992; Kittler, et al, 1998, Hinton, 2002) if each 
a priori  is equal, i.e., aj(x) = 1/m. Generally if aj(x) ≠ 
1/m, there is a difference by a scaling factor aj(x)1/k–1.  
The product rule works in a probability theory sense 
under a condition that classifiers are mutually indepen-
dent. In (Kittler, et al, 1998) , attempting to discuss a 
number of rules under a unified system,   the sum rule 
is approximately derived from the product rule,  under 
an extra condition that is usually difficult to satisfy.  
Actually, such an imposed link between the product 
rule and the sum rule is unnecessary, the sum:

 

 
)|()()(

1
xypxxM j

k

j
j∑

=

=

is just a marginal probability

 ∑
=

k

j
xjyp

1
)|,( , 

which is already in the framework of probability theory. 
That is, both the sum rule and the product rule already 
coexist in the framework of probability theory. 

On the other hand, it can be observed that the  
sum:

)|(ln)(
1

xypx j

k

j
j∑

=  

is dominated by a )|( xyp j  if it is close to 0. That is, 
this combination expects that every expert should cast 
enough votes,  otherwise  the combined votes will be 
still very low just because there is only one that casts 
a very low vote. In other words, this combination can 

Table 3. Typical examples (including several existing rules and potential topics) 
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be regarded as a relaxed logical AND that is beyond 
the framework of probability theory when aj(x) ≠ 1/m. 
However,  staying  within the framework of probability 
theory does not mean that it is better, not only because 
it requires that classifiers are mutually independent, 
but also because there lacks theoretical analysis on 
both rules in a sense of classification errors, for which 
further investigations are needed.

In Tab.2, the 2nd row of the third column is the 
harmonic mean. It can be observed that the problem 
of combining the degrees of support is changed into 
a problem of combining the degrees of disagree. This 
is interesting. Unfortunately, efforts of this kind are 
seldom found yet. Exceptionally, there are also ex-
amples that can not be included in the f-combination, 
such as  Dempster-Shafer rule (Xu, Krzyzak and Suen, 
1992; Al-Ania, 2002)  and rank based rule (Ho,  Hull, 
Srihari, 1994).

a-INTEGRATION

After completed the above f-combination, the first 
author becomes aware of the work by (Hardy, Little-
wood, & Polya, 1952) through one coming paper 
(Amari, 2007) that studies a much concise and more 
useful one-parameter modulated special case called 
a-integration. With help of  a concrete mathematical 
foundation from an information geometry perspective. 
Imposing an additional but reasonable nature that  the 
f-mean should be linear scale-free, i.e.:
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for any scale c, alternative choices of f(r) reduces into 
the following only one:
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Thus, the discussions on  the examples in Tab.2 are 
applicable to this fa(r). Moreover,  the first row in Tab.2 
holds when  −∞=  and  +∞=  for  whatever a gating 
net, which thus includes two  typical operators of the fuzzy 
system as special case too. Also, the family is systematically 
modulated by a parameter +∞≤≤∞− , which provides 
not only a spectrum from the most optimistic integration 
to the most pessimistic integration  as varying  from 
 −∞=  to  +∞=  but also a possibility of adapting a 
for a best combining performance.

Furthermore,  Amari (2007)  also provides a theoreti-
cal justification that a-integration is optimal in a sense 
of minimizing a weighted average of a-divergence. 
Moreover, it provides a potential road for studies on 
combining classifiers and learning mixture models from 
the perspective of information geometry.

FUTURE TRENDS

Further studies are expected along several directions 
as follows:

•	 Empirical and analytical comparisons on per-
formance are needed for those unexplored or less 
explored items in Tab.2.

•	 Is there a best structure for aj(x)? comparisons need 
to be made on  different types of aj(x), especially 
the ones by the MUV type in the last row and the 
ME types from the 4th to the 7th rows, 

•	 Is it necessary to relax the constraint:

  aj(x) > 0, ∑ =
=

k

j j x
1

1)( , 

 e.g., removing non-negative requirement and to 

relax the distribution )|( xyp j  to other types of 
functions ?

•	 How weights aj(x) can be learned under  a gen-
eralization error bound.

•	 As discussed in Fig.2, classifier combination and 
mixture based learning are two aspects with dif-
ferent features. How to let each part to take their 
best roles in an integrated system?

CONCLUSION 

Updating the purpose of (Xu, Krzyzak & Suen, 1992), 
the article provides not only a general sketch of studies 
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on combining classifiers and learning mixture models,  
but also a general combination framework to unify a  
number of classifier combination rules and mixture 
based learning models, as well as  a number of direc-
tions for further investigations.
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KEy TERMS

Conditional Distribution p(y|x): Describes the 
uncertainty that an input x is mapped into an output y 
that simply  takes one of several labels. In this case,  
x is classified into the class label y with a probability 
p(y|x).  Also,  y can be a real-valued vector, for which x is 
mapped into y according density distribution p(y|x).   

Classifier Combination:  Given a number of clas-
sifiers,  each classifies a same input x into a class label,  
and the labels maybe different for different classifiers. 
We seek a rule M(x) that combines these classifiers as a 
new one  that performs better than anyone of them.  

Sum Rule (Bayes  Voting): A classifier classifies 
x to a label y  can be regarded as casting one vote to 
this label, a simplest combination is to count the votes 
received by every candidate label. The j-th classifier 

classifies x to a label y  with a probability )|( xyp j  
means that one vote is divided to different candidates 
in fractions. We can sum up:

)|( xyp
j j∑  

to  count the votes on a candidate label y , which  is 
called Bayes voting since  p(y|x)  is usually called 
Bayes posteriori probability.

Product Rule: When k classifiers k
jj xe 1)}({ =  are 

mutually independent, a combination is given by  

∏
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or concisely 

)|()()|(
1

1 xypypxyp
k

j
j

k ∏
=

−=
, 

which is also called product rule.

Mixture of Experts: Each expert  is described 

by a conditional distribution  )|( xyp j  either with 
y taking one of several labels for a classification 
problem or with  y being a real-valued vector  for 
a regression problem. A combination of  experts  
is given by:

,1)(  ,0  ),|()()(
11

=>== ∑∑
==

k

j
jjj

k

j
j xp(j|x)(x)xypxxM

which is called a mixture-of-experts model. Particularly,  
for y in a real-valued vector, its regression form is 

∫∑ ==
=

dyxyypyfxfxxyE jjj

k

j
j )|()( ),()()|(

1
.

f-Mean: Given a set of non-negative numbers 

kjb j ,,1,0 =≥ , the f-mean is given by:
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where f(r) is a monotonic scalar function and 

aj > 0∑ =
=

k

j j1
1. 

Particularly,  one most interesting special case is that 
f(r) satisfies
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1

1 ∑
=

−=
k

j
jjf cbffcm

for any scale c, which is  called fa-mean.

Performance Evaluation Approach: It usually 
works in the literature on classifier. Combination, with 
a  chart flow that considering a set of  classifiers 

k
jj xe 1)}({ =   designing a combining mechanism 

M(x) according to certain principles   evaluat-
ing performances of combination empirically via 
misclassification rates, in help of samples with 
known correct labels.

Error-Reduction Approach: It usually works in 
the literature on mixture based learning, where what 
needs to be pre-designed is the structures of classifiers 
or experts, as well as the combining structure M(x) with 
unknown parameters.  A cost or error measure is evalu-
ated via a set of  training samples, and then minimized 
through learning all the unknown parameters.  




