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Abstract sage passing procedure where each communication channel
is full-duplex and are sent in the store and forward mode.
All-to-all broadcasting (Gossiping) is the process of in- We only consider permanent node and link faults. In gen-
formation dissemination in a communication network. Each eral, a node does not have any knowledge of the location
member in the network has a message to transmit to all of these faults. Furthermore, a node or a link is faulty if it
other members of the network. We proposed-fault- cannot transmit any messages. It cannot corrupt messages.
tolerant scheme for a faulty-dimensional hypercube with In this paper, we will concentrate on fault-tolerant all-
n = 29 nodes wher@ < k < d. The new scheme requires  to-all broadcasting in multi-computer networks connected
n(n — 1) fewer message transmissions dnd— 1) F'7 less a5 hypercubes. Al-dimensional hypercube is a network
time compared to previously proposed fault-tolerant all-to- yjth , = 27 nodes. The hypercube network is already
all broadcasting schemes. commercially available and is being used for a variety of
applications. Many researchers have investigated the all-to-
Keywords: All-to-all Broadcasting, Gossiping, Fault-  all broadcasting (gossiping) problem. For a survey of gos-
tolerant, Hypercube. siping papers, please refer to Hedetniemi and Liestman’s
: paper[7].
1 Introduction o . ) ) For hypercubes, Bagchi et al.[1] conjectured thdt
All-to-all broadcasting is the process of information dis- gtens are required to complete all-to-all broadcastingdn a
semination in a communication network. Each node in the yimensional hypercube. Krumme[9] proved that their con-

network has a message to transmit to all other nodes of theqre is incorrect by proposing a fast all-to-all broadcast-
network. A k-fault-tolerant all-to-all broadcasting process ing algorithm for ad-dimensional hypercube that requires

is one which sends the messages out with enough redung 1 837 steps. Since then, a lot of papers like Scott's[13],

dancy so that the broadcasting can be completed even if pginis(10], and Johnsson's[8] were published about all-
nodes has failed. to-all broadcasting in hypercubes. However, very few of

Two different models of communications, shouting and them deal with all-to-all broadcasting when some nodes or
whispering[5] are considered. In the shouting model, a |jnks may have already failed.

node can communicate simultaneously with all the adjacent
nodes. That is, each node has all-port capability. In the
whispering model, a node can only communicate with one

adjacent node at any given time. Each node has one- org o .
) y given ti P ased on Johnsson and Ho's[8] arc-disjoint spanning tree.

capability. .
P y L Let the time to send out a message’Be= 5 + F'7[8].
We assume that the communications are based on a mes: . : . ;
[ is the start up time. 7 is the time to send out one
*This research was supported by a research grant from the Nabit. ' is the length of the message. If all the nodes
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Fraigniaud[5] proposed a asymptotically optimal
k-fault-tolerant all-to-all broadcasting scheme fak
imensional hypercubes whete< k < d. His scheme is




2dB + (k + 1)(n — 1)Fr time for the whispering model  will receive the message after phase one of the new scheme.
and (d + 1)8 + (n — 1)F7 for the shouting model.  We will show that every node getsnode disjoint calling
He also showed that for the whispering model, at least paths after both phases of the broadcast.
(k + 1)(n — 1)Fr propagation time andd + k + 1)3 Consider a 4-dimensional hypercube with 16 nodes.
starts up time is required for A-fault-tolerant all-to-all Without loss of generality, let us assume that node 0(0000)
broadcasting in ad-dimensional hypercube. For the is the originator. In time unit 1 of phase one, 0 sends to
shouting model, at leagk + 1)(n — 1)F'7/d propagation ~ 8(1000). In time unit 2, 0 sends to 4, and 8 sends to 12. In
time and(d + 1) start up time ift = d — 1 or dg start up time unit 3, 0 sends to 2, 4 sends to 6, 8 sends to 10, and 12
timeif £ < d — 1 are required. sends to 14. In the last time unit of phase one, 0 sends to
In this paper, we proposed a new all-to-all broadcasting 1, 2 sends to 3, 4 sends to 5, 6 sends to 7, 8 sends to 9, 10
scheme ford-dimensional hypercubes that can tolerate up sends to 11, 12 sends to 13, and 14 sends to 15.
to (d — 1) node faults for both the whispering and shouting ~ For node 14, it gets a calling path from 0 to 8, 8 to 12,
models. For the whispering model, the new scheme is fasterand 12 to 14 in the first phase. In the first time unit of phase
and requires fewer message transmissions than Fraigniaud'svo, node 14 gets another calling path from 0 to 4, 4 to 6,
scheme. The rest of the paper is organized as follows. Inand 6 to 14. The calls from 0 to 4 and 4 to 6 are made in the
Section 2, we give the algorithm for(d — 1)-fault-tolerant  first phase. The call from 6 to 14 is made in the first time
one-to-all broadcasting id-dimensional hypercubes. In unit of phase two. In the second time unit, another calling
Section 3, we present ourfault-tolerant all-to-all broad-  path is obtained from 0 to 2 in the first phase, 2 to 10 in
casting scheme. In Section 4, we compare the new scheméhe first call in the second phase, and from 10 to 14 in the
with previously proposed scheme. Section 5 contains thesecond call of the second phase. The final calling path of

summary. node 14 is from 0 to 1 in the first phase, 1 to 9 in the first
call of the second phase, 9 to 13 in the second call of the
2 Anoptimal (d — 1)-fault-tolerant one-to-all second phase, 13 to 15 in the third call of the second phase,
broadcasting scheme and 15 to 14 in the fourth call of the second phase. The

A d-dimensional hypercube is a network with= 2 calling paths for node 14 are:

nodes. Each node can be coded by a binary sequence of 1. 0(0000)— 8(1000)— 12(1100)— 14(1110).
lengthd. Two nodes are connected if the binary sequences
differ in exactly one position. Each node= z1z5...z4 is 2. 0(0000)— 4(0100)— 6(0110)— 14(1110)".
connected tal nodes. We call the link that conneats= 1 9
1.7 10 the noder = y1ys...ya, the link of dimension 3. 0(0000)- 2(0010)— 10(1010)" — 14(1110)".
iif x; # y; andz; = y; for j € 1..d andj # i. 4. 0(0000) — 1(0001) — 9(1001)! — 13(1101)? —
First, we assume that communication is carried out in 15(1111)% — 14(1110)%.
the whispering model. The algorithm has two phases, the ) o _ _
broadcast phase and the extended broadcast phase. Tr%}e_calls w_lth an indicates they are calls made mthe inthe
broadcast phase consistsdfime units. In the first time ¢ Ume units of the second phase. The four calling paths
unit of the broadcast phase, the originatsends the broad- '€ node disjoint.
cast message to an adjacent node throughthe link of
dimension 1. In the" time unit, the originator and the
node that got the message in time unit 1, send the messag
through the links of dimension 2. In th&" time unit, the
originator and all the nodes that already have the message Proof: Without loss of generality, let = 00..0 be the
send the message through the links of dimensidrhe first originator. Thed-dimensional hypercube is made up of
phase requiregtime units. After the first phase, every node two (d — 1)-dimensional hypercubes. The firgt — 1)-
will receive the message if the hypercube is non-faulty. dimensional hypercube consists of all the nodes with a zero
The second phase also consistsidfme units. In the in their leftmost bit. The secon@d — 1)-dimensional hyper-
first time unit, every node sends a message through the linksube consists all the nodes with a one in their leftmost bit.
of dimension 1. In the second time unit, every node sendsin time unit 1 of phase one, the originator that resides in one
a message through the links of dimension 2. Inithdime of the (d — 1)-dimensional hypercubes calls a node in the
unit, every node sends a message through the links of di-other(d — 1)-dimensional hypercube. Subsequent calls of
mension:. After the second phase, every node will have phase one are made within the t(b— 1)-dimensional hy-
receivedd copies of the message if the hypercube is non- percubes. Thus, each node in the second hypercube has one
faulty. calling path originated from 00..0 to 10..0 and the calling
It is obvious that every node in a non-faulty hypercube path also consists of calls within its own sub-cube. We call

Theorem 1 Every node in the hypercube will hadenode
disjoint calling paths from the originator after the two
ﬁhases of the broadcast.



this group of noded/;. Similarly, the(d — 1)-dimensional

tion. Hence, noden will have d node disjoint paths from

hypercube that the originator is in, is also made up of two the originator after both phases.

(d—2)-dimensional hypercubes. In time unit 2 of phase one,

the originator calls a node in the othigt— 2)-dimensional
hypercube. Each node in the ott{ér— 2)-dimensional hy-

For the nodey, letv be in M, ;. As described above,
will getits (i + 1)*" to i 4+ k — 1 node disjoint calling paths
from calls between and a node inV; ; wherei +1 < j <

percube has one calling path originated from 00..0 to 010..0% in time units(i + 1)*" toi + k — 1.

and the calling path also consists of calls within its own sub-

cube. We call this group of nodéd,. Hence, after] time
units, the nodes are divided infd; groups wherg = 1..d
and the originatoo. The group)M; is a(d — i)-dimensional
hypercube.

Consider a node in M;. In phase two, thast calling
path ofv is from the originator to the node 1000..00/#;,
followed by broadcasting withid/;, and a call between
and a node inM; through the link in thel*¢ dimension,
vy in time unit 1 of phase two. The"? calling path of
v is from the originator to the node 0100..00 Ad;, fol-
lowed by broadcasting withii/,, and a call betweenand
a node inM, through the link in the™? dimension,v, in
time unit 2. Similarly, The(i — 1)* calling path ofv is
from the originator to the node with a 1 in tie— 1) po-
sition 00..010..00 i/ _ 1, followed by broadcasting within
M;_+, and a call betweenand a node ii/;_; through the
link in the (i — 1)*" dimensiony;_; in time unit(i — 1) of
phase 2. None of the links betweenandv,_; are used in
phase one of the broadcast. All the- 1) calling paths for
v are disjoint.

If ¢ = d, the nodev will have (d — 1) edge and node
disjoint calling path aftefd — 1) time units. Thei*" calling
path ofv is obtained from a call from the originator toin
phase one. Hence,getsd disjoint calling paths after both
phases if = d.

If i # d, thei*" calling path ofv is from the originator to
a node inM;, followed by broadcasting withi/;, where
i < j < d, and a call between and a node in\/; in
time uniti. All the nodes inM; get one more edge disjoint
calling path in time unit except noden wherem is the
node that received the call from the originator in time unit
1 of phase one. Node: does not get another node disjoint
calling path for it is called by the originator again in time
unit .

Similar to the originali-dimensional hypercubé/; can
be divided intod — ¢ groups,M; ;11 to M; 4 and the node
m. The groupl; ; is a(d— j)-dimensional hypercube. The
ith calling path of nodes i/; ; is from the originator to a
node in);, followed by broadcasting within/;, and calls
between)M; and M ;.

For the noden, it will get an additionald — i edge dis-
joint calling paths fromM; ; to m in time unit j where
i+ 1 < j < d, through the link in dimensiogi, m;. Al-

In time unit: + &, again}; ; can be divided intal —

i—k groups,M; j, k+1 to M; .  and a single node:'. This
process is repeated untibecomes a node if/; j, . 4 Or v
becomes the single node after a division. In both cases, the
nodewv will have (d — 1) node disjoint calling paths after

d time units of phase two. Adding the calling path of
obtained in the first phase, the noddasd node disjoint
calling paths after both phaseA.

In phase one, each node may receive the message at most
once. Hence, at most — 1 messages are sent. In each
time unit in phase two, every node has to send a message
to an adjacent node. Hencemessages are sent. The total
number of messages(is—1)+nd. However, if we are a bit
more careful in the extended broadcast, we can reduce the
number of messages sent. This can be accomplished by not
sending from a nodeto a nodeu if nodewv has already sent
a message to nodein phase onen — 1 messages are used
in phase one. The total number can then be reduced-ty
Similarly, an additionah — 1 messages can be reduced by
not sending in phase two through the links where nodes got
their messages in phase one. The total number of messages
required for a faulty hypercube is at mgét — 1) + nd) —
2(n—1) = (nd—n+1). If some nodes or links have already
failed in the hypercube, the number of messages sentis even
less.

If the hypercube is non-faulty, the messages sent through
links of dimensiond in phase two are not necessary. These
messages are sent from'2 nodes that received the mes-
sage and fromm /2 nodes that sent out the message in time
unit d of phase one through links of dimensidn Hence,
these nodes knew that the nodes that are connected to them
through links of dimensior already got the message. It
is not necessary for these nodes to send the message out in
time unitd of phase two. Hence, onBd — 1 time unit is
required if the hypercube is non-faulty.

Fraigniaud[5] proved that for the whispering model, at
least (d + k + 1) time units are required to achieve
fault-tolerant broadcast in @-dimensional hypercube for
1 < k < d— 1. The new scheme requiréd time units to
achieve(d — 1)-fault-tolerant broadcast iné&dimensional
hypercube. Thus, it is optimal in terms of the number of
time units required for the whispering model. Furthermore,
for a non-faultyd-dimensional hypercube, onfyl — 1 time
units are sufficient for the last time unit in phase two can be

though the linkm; has already been used in phase one of omitted entirely.

the broadcast, it is used to send messages frota nodes
in M; ;. In phase two, we are using it in the other direc-

For the shouting model, after a node has received the
message for the broadcast phase, it can immediately start



sending out messages for the broadcast phase and the ebky broadcasting a message with the id of the initiator and
tended broadcast phase. The broadcast phase requires an integerl. The integerl is used to indicate an all-to-all
time units and one more unit is required for nodes that re- broadcasting has been initiated and which phase the all-to-
ceived the message in thi" time unit to send their mes-  all broadcasting is in. In the first phase of the scheme, after
sages for the extended broadcast phase. Hé¢iigel ) time a nodeu receives a message with id equalthrough the
units are required which is optimal for short messages. link u;, it storesv in row ¢ of the arrayL. After the first two

(d + 1) time units are sufficient because a nadehich phases, every node knows that an all-to-all broadcasting has
receives the message in time uiin the broadcast phase been initiated.
must have received messages from the extended broadcast The third and fourth phases of the new all-to-all broad-
phase through its links of dimension 1 (06— 1) before casting scheme again are the same as the two phases in the
time unit (i + 1). Sincewv receives the message in time fault-tolerant broadcasting scheme. Every node except the
unit 4, the Hamming distance betweerand the originator initiator starts a fault-tolerant broadcasting. Although 1
is equal toi. Bit (i + 1) to bit d of the originator and nodes begin to broadcast simultaneously, the restriction that
are the same. Consider a nodé¢hat sends a message to a node can only communicate with an adjacent node at any
v in the extended broadcast phase through one of the linksgiven time unit for the whispering model is not violated.
of dimensionl to (i — 1). The Hamming distance between This is possible because each node sends out its message
bit 1 to bit: of v andv must be equal to 1. Biti + 1) or relays other nodes messages through links of the same
to bit d of v andv are the same. The Hamming distance dimension in any given time unit. Similar to the first two
betweenu and the originator is at mogt — 1). « must phases, messages are sent out with the id of the node that
have started its extended broadcast before time (dnit originates the message and an intelgelloreover, after a
1). Hence,v must have received all the messages in the nodeu receives a message in the third phase with id equals
extended broadcasting from links of dimension Lite- 1) v through the linky;, it storesv in row i of the arrayL. Af-
before it sends out its messages for the extended broadcager the third and fourth phases, thdault-tolerant all-to-all
through links of dimension 1 tG — 1). Furthermore, using  broadcasting is completed.
the same argument as in the whispering modéme units A description of the four phases of the fault-tolerant all-
are sufficient for non-faulty hypercubes. to-all broadcasting scheme is given below. ket be the

The new(d — 1)-fault-tolerant broadcasting scheme can message originated from nodel; is the set containing all
be modified easily to becometafault-tolerant broadcasting ~ the nodes stored in th#" row of the arrayL, o is the initia-
scheme wherg < d—1. Instead of requiring time units in tor of the all-to-all broadcastingy/ is the set of messages
the extended broadcast phake,1 time units are sufficient. ~ received by a node,D,, is the set of id in which a node
The algorithm proceeds the same way as(the- 1)-fault- has received a message, aid,, is the set of id received
tolerant broadcasting scheme from time unit ktp 1. Itis in a message.
obvious that each node can recelv@ode disjoint calling
paths in the extended phase.

A k-fault-tolerant all-to-all broadcasting algorithm

3 A(d—1)-fault-tolerant all-to-all broadcast-

. . . For the initiatoro
ing scheme ford-dimensional hypercubes

Begin

The newk-fault-tolerant all-to-all broadcasting scheme J For time unit 1 tod do  (* In phase one *)
is based on thé&-fault-tolerant broadcasting scheme de- begin
scribed in the last section. If each node initiates khe sendfn,, ID,, = 0,1 = 4d — 2, 0;);
fault-tolerant broadcasting scheme;-fault-tolerant all-to- storeo in L;;
all broadcasting scheme is achieved. end:

Assume that each node has enough memory to store Fortime unit(d+ 1)to2d +1 (* In phase two *)
messages in an array . Each node also has a two dimen- do nothing;
sional arrayL of integer withd rows andn /2 columns. The Gossip(3, 2);
array L is used to store which node’s message is received Gossip(4, 1);
through a particular link during the first and third phase of End;

the scheme.
The k-fault-tolerant all-to-all broadcasting scheme con- For a nodey
sists of four phases. The first two phases are the same aBegin
the two phases in thie-fault-tolerant broadcasting scheme. receive(Messag€,D,,, I, v;);
The initiator broadcasts its message and informs every node store Message in/;
that it wants to start a all-to-all broadcasting. This is done storelD,,, in ID,y;;



storelD,, in L;;

If | > 4d then (* received message in phase one *)
begin
Gossip(1y);
Gossip(2, 1);
end
else Gossip(2j); (* received message in phase two *)

Gossip(3, 1);
Gossip(4, 1);
End,;

The all-to-all broadcasting algorithm is equivalent to
running the fault-tolerant broadcasting scheme twice. The

first two phases are the same as the two phases of the
fault-tolerant broadcasting scheme. The last two phases

are equivalent to having nodes running the fault-tolerant
broadcast scheme at the same time. At njpgt— n + 1)

storelD,,, in Ly;

end
else
begin
Message M \ m; wheres € Ly;
IDy, =1Dgy \ Lg;
end;

send(Messagéd.,D,,, [, vi);

If a message is received
begin
receive(Messagd,D,,, I, vi);
store Message in/;
if 7is odd then
storelD,,, in Ly;
end
end;
end;

messages are required for a node to broadcast a message us-
ing the fault-tolerant broadcasting scheme. Hence, at most

n(nd — n + 1) messages are required for the fault-tolerant
all-to-all broadcasting scheme.
Assume that each message is of dizd_et 5 be the start

(n — 1)F. The total propagation time is at ma#n —
1)Fr. However, using the same argument as in the fault-

up time andr be the time to transmit one bit. For the whis- tolerant broadcasting scheme, the propagation time can be

pering model, the time requirement for the first two phases

reduced by2(n — 1) F'r. This is done by not sending mes-

is the same as the fault-tolerant broadcasting scheme. Thé&ages that have already been sent in phase three through the

first two phases requiri(5 + F'r) time units. For the last

same link. This reduces the propagation timéhby 1) F'7.

two phases, the number is higher because the message selit the algorithm, this is accomplished by storing thleof

in a given time unit can contain messages from up @

the messages sent through link of dimensionZ;. Before

nodes. In the first time unit of phase three, each message i& message is being sent in phase four, the messages that
of size F'. In the second time unit, each message sent is ofhave already been sent are removed using the information

size2F'. Inthe:*” time unit, the size of a messageis' F.

The total messages sent in all the time units in phase three

isequalto(20 + 2! + ... + 20 + ...+ 29" )F = (n — 1)F.

Gossip{, ) for a nodev
begin
if 1 = 3then
begin
storem,, in M;
storev in I Dgyy;
end;

For time unitw = (i — 1)d + jtoi * d do
begin
k =w modd;
I=1-1,
if i =1o0ri=3then

begin
Message \/,;
IDm = IDall;

stored inL.

Similarly, a further(n — 1)F'7 is reduced by not send-
ing messages through a link where a node receives those
messages. In the algorithm, this is accomplished by storing
the id of the messages received through link of dimension
i in L;. Again messages that have already been received
through the link of dimension are removed before a node
sends through the same link. The total propagation time for
phase four become@ — 1)(d — 2)Fr. Hence, the total
time required for the entire fault-tolerant all-to-all broad-
casting scheme idg + 2dF'r + (n — 1)(d — 1)Fr. Fur-
thermore, for non-faulty hypercubes, the time required is
(4d—1)+2dF1+(n—1)(d—1)FT because the last time
unit of phase four can be omitted entirely.

For the shouting model, a similar algorithm can be de-
rived. The start up time can be reduced By—2) 5 because
only (d + 1) are required for each of the two phases. The
total time required becomé8d +2)5+ (d+ 1) F'T+2(n—

1) Fr for faulty hypercubes. If the hypercube is non-faulty,
the time required i$2d3 + dF' T + (n — 1)F1).



4 Comparison

In Fraigniaud’s paper[5], he assumes that all the nodes
start his fault-tolerant all-to-all broadcasting algorithm si-

(8]

multaneously. If we make the same assumption, phase one

and phase two of the new fault-tolerant all-to-all broad-

casting scheme can be removed. Each node starts a fault—[9]
tolerant broadcast in phase three. For the whispering model,

the total time required for the new scheme2is? + (n —
1)(d — 1) F'r for faulty hypercubes that is: — 1) F'r faster

[10]

than Fraigniaud’s scheme. Furthermore, the new scheme

requiresn(n — 1)d — n(n — 1)(d — 1) = n(n — 1) fewer

message transmissions than Fraigniaud’s scheme. If the hy-
percubes is non-faulty, the new scheme requires even less

time. However, for the shouting model, the new scheme

requires(n — 1) F'r more time than Fraigniaud’s scheme.
5 Summary

A k-fault-tolerant all-to-all broadcasting scheme is pro-

posed for a faultyd-dimensional hypercube whefe <
k < d. The new scheme requirés — 1)F'r less time

andn(n — 1) fewer message transmissions compared to

[11]

previously proposed fault-tolerant all-to-all broadcasting [12]

schemes.
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