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Abstract( All-to-all personalized exchange is one of the most dense collective communication patterns and it occurs in many parallel and distributed computing applications. In an all-to-all personalized exchange, each node in the network has to send a message to all the other nodes and the messages are all different.  Advances in electro-optic switches have made optical communication a good networking choice that can satisfy the high channel bandwidth and low communication latency of high performance computing and/or communication applications. Let n be the number of nodes in a network. Previously proposed optical multistage networks require at least two passes to send a message from each node to a different node (to realize a permutation) in the network. That is, 2n passes are needed to realize an all-to-all personalized exchange. In this paper, we propose an optical multistage interconnection network to realize an all-to-all personalized exchange that only requires one pass to send a message from each node to a different node (to realize a permutation). Hence, the new optical multistage interconnection network only requires n-1 passes for an all-to-all personalized exchange instead of 2n passes. The new network is optimal in terms of the number of passes and the number of switches required 
Keywords: All-to-all personalized exchange, electro-optic switch, optical multistage interconnection network.

I. Introduction

  In an all-to-all personalized exchange, each node sends a different message to every other node in the network.  All-to-all personalized exchange is one of the most dense collective communication operations. Many parallel and distributed computing applications such as matrix transformation and Fast Fourier Transform (FFT) require all-to-all personalized exchange.

  A lot of research has already been done for all-to-all personalized exchange on hypercubes, meshes, and tori[1, 4, 7, 9, 10, 6, 5]. However, networks connected as hypercube have poor scalability due to the unbounded node degree. Meshes and tori have long communication delay in all-to-all personalized exchange due to their topology. In this paper, we will concentrate on multistage interconnection networks (MIN). Multistage interconnection network such as baseline, banyan, and omega networks have been proposed and widely used in parallel/distributed processing systems. Multistage interconnection networks only require one input and one output port per processor. Moreover, optimal all-to-all personalized exchange algorithm with O(n) time complexity for multistage interconnection network already existed[13]. The previously proposed algorithm has short communication latency and good scalability. Hence, Multistage interconnection network should be a good candidate for implementing all-to-all personalized exchange. However, the previously proposed algorithm cannot be used for optical multistage interconnection network due to cross-talk within a electro-optic switch.

II. Electro-optic switches

Advances in electro-optic technologies have made optical communication possible to meet the increasing demands of high-performance computing and communication applications for high channel bandwidth and low communication latency. Fiber optic communications offer a combination of high bandwidth, low error rate, and gigabit transmission capacity. They have been used in wide-area networks and some commercial massively parallel computers such as the Cray C90.
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Figure 1: A Lithium Niobate 2 by 2 switch.

  Optical switching involves the switching of optical signals, instead of electronic signals.  In this paper, we only consider electronically controlled optical switches, such as Lithium Niobate directional couplers.  A Lithium Niobate switch can offer very fast switching time in sub microseconds. Wide-band optical signals can be switched under electronic control using directional couplers between Ti:LiNbO3 waveguides on a planar LiNbO3 crystal. The basic switching element is a directional coupler with two active inputs and two active outputs (see Figure 1). Depending on the amount of voltage at the junction of the two waveguides, which carry the two input signals, either of the two inputs can be coupled to either of the two outputs.

  Unfortunately two paths sharing a switch could experience some undesired coupling from one path to another within a switch. This is called optical crosstalk. We can eliminate crosstalk by ensuring that a switch is not used by two input signals simultaneously. Hence, only one input can be sent to an electro-optic switch at any given time. To eliminate the crosstalk problem, traditional routing algorithms and results for electronic switching Multistage Interconnect Networks are not applicable for MIN implemented by electro-optic switches. 

An n by n multistage interconnection network has n inputs and n outputs where n=2m. A permutation for a network is a pairing of its inputs and outputs such that each input appears in exactly one pair and each output appears also in exactly one pair. In other words, a permutation is a full one-to-one mapping between the network inputs and outputs. Hence, a permutation cannot be realized in one pass in an optical multistage interconnection network. A semi-permutation is a partial permutation that ensures that there is only one active link passing through each switch in the first and each switch in the last stage. However, a semi-permutation does not ensure crosstalk free for the intermediate switches. A cross-talk free semi-permutation is one that ensures no crosstalk in any of the switches.

  Figure 2 shows a non-crosstalk free semi-permutation from (0, 2, 5, 6( to (4, 6, 0, 2( that cannot be realized in one pass in an 8 by 8 banyan network. Figure 3 shows a crosstalk free semi-permutation from (0, 2, 4, 6( to (3, 5, 7, 1( that can be realized in one pass in an 8 by 8 banyan network. By examining the paths in Figure 2 and Figure 3, it shows that finding crosstalk free semi-permutations is not a trivial task.
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Figure 2: A non-crosstalk free semi-permutation that cannot be realized in one pass in an 8 by 8 banyan network.
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Figure 3: A crosstalk free semi-permutation that can be realized in one pass in an 8 by 8 banyan network.

III. Previously proposed methods

One way to solve the crosstalk problem is a space domain approach, where a MIN is duplicated and combined to avoid crosstalk. Based on this idea, a dilated Benes network has been proposed[2] to reduce the crosstalk by allowing only one signal to pass through a switch at any given time. A Benes network is constructed by concatenating a banyan network and a reverse banyan network with the center stages overlapped. Figure 4 shows an example of an 8 by 8 Benes network. It is symmetric about the central stage. The total number of switches in an n by n Benes network is (nlogn- n/2). The number of switches required for the same connectivity in a dilated Benes network is slightly larger than twice that for the regular Benes network.

  The dilated slipped banyan network (DSB) proposed by Thompson[8] is another example using this approach. Their approach also uses more than double the original network hardware. Furthermore, the DSB and the dilated Benes network both require more than one pass to realize a permutation.  A permutation has to be decomposed into two semi-permutations.  A permutation can then be realized using two passes.

Yang, Wang, and Pan[13] proposed to use a Benes network to realize an all-to-all personalized exchange. They developed a routing algorithm so that any semi-permutation can become crosstalk free in a Benes network. They also gave an efficient algorithm to decompose a permutation into two semi-permutations for Benes network. Hence, all-to-all personalized exchange can be realized in 2n passes. However, in order to realize crosstalk free semi-permutations, the switch setting in a Benes network can become very complex.  Furthermore, a Benes network has twice the number of switches as multistage networks such as baseline, omega, and undirected binary cube networks. 

  Yang and Wang[12] presented an optimal all-to-all personalized exchange algorithm for a class of unique-path, multistage networks, such as baseline, omega, and undirected binary cube networks. This type of network has the advantage of less hardware cost and simpler switch setting. Their algorithm is based on a special Latin Square, which corresponds to a set of admissible permutations that can be decomposed into two cross-talk free semi-permutations. Their algorithm required 2n passes to realize an all-to-all personalized exchange that is optimal in terms of time complexity. Furthermore, the multistage interconnection network has just slightly more than half of the switches of a Benes network.  Hence, they reduce the hardware requirement to achieve an optimal all-to-all personalized exchange.
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Figure 4: An 8 by 8 Benes Network. Using 2 by 2 switches.
  Yang and Wang[14] further refined their method for all-to-all personalized exchanges for a class of unique-path multistage networks such as baseline, omega, and banyan networks.  However, not every permutation is admissible to these networks and not every admissible permutation to the network can be decomposed to crosstalk free semi-permutations. They proposed a method to find some special permutations and a method to decompose them into crosstalk free semi-permutations. Using their methods, an all-to-all personalized exchange can be obtained in 2n passes.

IV. A New Multistage Interconnection Network for optimal all-to-all personalized exchange

In this section, we propose a Multistage Interconnection Network for all-to-all personalized exchange. An example of an 8 by 8 MIN is shown in figure 5.  We number the inputs and output of the MIN from 0 to n-1. The new MIN has (logn +1) stages. We also number the stages from 0 to (logn). Each stage has n 2 by 2 switch. 

In stage 0, we only use one input in every switch. One output of the ith switch is connected to the input of the ith switch in stage 1. The other output is connected to the input of the ((i+20) mod n) switch in stage 1. In stage 1, one output of the ith switch is connected to the input of the ith switch in stage 2. The other output is connected to the input of the ((i + 21) mod n) switch in stage 2. In the kth stage, one output of the ith switch is connected to the input of the ith switch in the (k + 1)th  stage. The other output is connected to the input of the ((i + 2k) mod n) switch in the (k + 1)th  stage. In the last stage; stage logn, only one output of the ith switch is connected to process i and the other output is not used. The total number of switches in the new MIN is n(logn+1) that is almost the same as a Benes network. 
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Figure 5: An 8 by 8 Multistage Interconnection Network for all-to-all personalized exchanges.

  We define a special type of permutation that we will use for all-to-all personalized exchanges in the new MIN. All the permutations will have the same input sequence (0,1 2,3, ..., (n - 1)(.  The output sequences of the permutations are obtained by doing 1 to (n - 1) cyclic shift of the input sequence. For example, the followings are valid output sequences for our special type of permutation: (1,2,3,4,5,…, (n-1),0(, (2,3,4,5,...,(n-1),0,1(, and (3,4,5,6,..., (n-1,)0,1,2(. Since the input sequence is always the same, we can just specify a permutation by its output sequence.

Theorem 1: The new n by n MIN can realize each of the following n-1 permutations (1,2,3,4,5, , (n-1),0(, 

(2,3,4,5, ...,(n-1),0,1(, 

{3,4,5,6, ..., (n-1),0,1,2(, ..., 

{(n-1),0,1,2,3, ..., (n-2)( in one pass.

Proof: The difference between the output sequence and the input sequence of the listed permutation is equal to (c,c,c,c,…,c( where c is a constant and c is between 1 to (n-1). It is always possible to represent c by a0*20  + a1*21 +...+an-1 * 2n-1.  If ai = 0 where i is in (0...(n – 1)(, we switch all the switches in stage i to the first output.  If ai = 1, we switch all the switches in stage i to the second output.  Since all the switches in the same column are switched in the same way, each switch can only be used once and crosstalk cannot occur.  Hence, any permutation listed above can be realized.

Theorem 2: The new n by n MIN can realize an all-to-all personalized exchange in (n - 1) passes.

Proof: From theorem 1, each of the following n-1 permutations (1,2,3,4,5,...,(n-1),0(, 

(2,3,4,5,...,(n-1),0,1(, 

(3,4,5,6,...,(n-),0,1,2(, ..., 

((n-1),0,1,2,3,...,(n-2)( can be realized in one pass. Hence, only (n-1) passes is required for an all-to-all personalized exchange.

Theorem 3: The new n by n MIN is optimal in terms of the number passes required to realize an all-to-all personalized exchange.

Proof: At least (n-1) different messages have to be sent from a node to the other nodes.  Hence, at least (n-1) passes is required for an all-to-all personalized exchange.  Only (n-1) passes are required for the new n by n MIN to achieve an all-to-all personalized exchange.  The new n by n MIN is optimal in terms of the number passes required to realize an all-to-all personalized exchange.

The routing for the new MIN is also very simple and straightforward. We only have to find the difference c between the source s and the destination d. If d > s, take the value of c and convert it into a0*20  + a1*21 +...+an-1 * 2n-1.  If ai=0 where i is in (0...(n –1)(, we switch the (s + a0*20  + a1*21 +...+ai-1 * 2i-1)th switches in stage i to the first output.  If ai=1, we switch the (s+ a0*20  + a1*21 +...+ai-1 * 2i-1)th  switches in stage i to the second output. If s > d, add n to d and find the value of c and convert it into a0*20  + a1*21 +...+an-1 * 2n-1. If ai=0 where i is in (0...(n-1)(, we switch the ((s+ a0*20  + a1*21 +...+ai-1 * 2i-1) mod n)th switches in stage i to the first output. If ai = 1, we switch the ((s + a0*20  + a1*21 +...+ai-1 * 2i-1) mod n)th switches in stage i to the second output.

V. Compare to previously proposed schemes
Yang and Wang[14]’ s method is better than any other previously proposed schemes. We only need to compare the performance of our new n by n MIN to their scheme.

The number of switches used for the new n by n MIN is n(logn +1).  It has more than twice the number of switches used for multistage networks, such as baseline, omega, and undirected binary cube networks.  However, these MINs can only handle a semi-permutation in one pass.  They required 2n passes to complete an all-to-all personalized exchange compared to only (n-1) passes for the new n by n MIN.  

We can group two multistage interconnection networks, such as baseline, omega, and undirected binary cube networks together so that each one can handle a semi-permutation.  With this approach, we need n passes to complete an all-to-all personalized exchange compared to only (n-1) passes for the new n by n MIN.  We also need to find permutations that can be decomposed into two crosstalk free semi-permutations.  The new n by n MIN is a lot simple in competing an all-to-all personalized exchange. It does not required finding permutations that can be decomposed into two crosstalk free semi-permutations.  It uses a very simple set of permutations to complete the all-to-all personalized exchange and it also has a very simple routing algorithm.

In terms of the number of switches, using two multistage networks, such as baseline, omega, and undirected binary cube networks required nlogn 2 by 2 switches.  However, in order to realize two semi-permutations at the same time, we have to add an additional column of 2 by 2 switches before the first stage and another column after the last stage as indicated in figure 6.
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Figure 6: Two 8 by 8 Banyan Multistage Interconnection Networks to realize a permutation in one pass.

The two extra columns of switches are required because a node can send a message to either one of the multistage interconnection networks and may also receive a message from either one of the multistage interconnection networks. Hence, using two multistage interconnection networks actually requires n(logn+2) 2 by 2 switches.  The number of switches is n more than using the new n by n MIN.  Using two multistage interconnection networks together will have (logn + 2) stages instead of logn stages.  The new n by n MIN has one less stage than using two multistage interconnection networks at the same time.  The new method would be faster in each pass and requires less hardware.

VI. Summary

 We propose an optical multistage network to realize an all-to-all personalized exchange that only requires n-1 passes for an all-to-all personalized exchange. The new MIN is faster because the new MIN requires n+1 less passes compared to previously proposed methods. Furthermore, the length of each pass is only one more than a multistage interconnection networks, such as baseline, omega, and undirected binary cube networks.  The setting of the switches during an all-to-all personalized exchange is a lot simpler for all the switches in a stage are switched in the same way. It is also trivial in getting the permutations for the exchange. There is no need to go through complicated algorithms to find admissible permutations and split the permutations into crosstalk free semi-permutations. The only drawback for the new MIN is that it requires twice the amount of switches. However, if fast switching is required, the new MIN should be a good candidate for all-to-all personalized exchange.  The new MIN also out perform combining two multistage interconnection networks, such as baseline, omega, and undirected binary cube networks together. 
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