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A new and efficient version of the Hough transform for curve
detection, the Randomized Hough Transform (RHT), has
been recently suggested. The RHT selects n pixels from an
edge image by random sampling to solve n parameters of a
curve and then accumulates only one cell in a parameter space.
In this paper, the RHT is related to other recent developments
of the Hough transform. Hough transform methods are
divided into two categories: probabilistic and non-probabil-
istic methods. An overview of these variants is given. Some
novel extensions of the RHT are proposed to improve the
RHT for complex and noisy images. These new versions of the
RHT, called the Dynamic RHT, and the Window RHT with
its variants, use local information of the edge image. They
apply the RHT process to a limited neighbourhood of edge
pixels. Tests in line detection with synthetic and real-world
images demonstrate the high speed and low memory usage of
the new extensions, as compared both to the basic RHT and
other versions of the Hough transform.

Keywords: Hough transform, curve detection, random mapping,
global feature extraction

The Hough Transform (HT) is a popular method to
extract global curve segments from an image'. The main
bottlenecks of the HT are its computational complexity
and storage requirements, and many attempts have been
made to alleviate these problems. In recent years, the
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development has been rapid in the area. A new kind of
approach is the set of methods, in this paper called
randomized or probabilistic Hough transforms, reported
by many authors’ '’. All of them utilize random
sampling of the edge points of an input image*.
Moreover, some of them use many-to-one or conver-
ging mapping from the image space into the parameter
space, and replace an accumulator array by a list
structure. New deterministic or non-probabilistic
approaches have also been suggestedls’zs. In this
paper, an overview on the new methods is presented,
and the algorithms are briefly introduced and
compared.

Inspired by the Kohonen self-organizing map neural
network®®, Xu et al>* introduced the Randomized
Hough Transform (RHT). The mechanisms of random
sampling of points and a many-to-one mapping or
converging mapping from the image space to the
parameter space was for the first time proposed in this
method. The RHT overcomes many problems asso-
ciated with the Standard Hough Transform (SHT). The
RHT has been analysed elsewhere®™®, and it has been
applied to engineering drawing vectorization system®,
to document processing® and to motion detection®***,
However, the basic RHT may have problems with
complex and noisy images. Four novel extensions of
the RHT, called the Dynamic RHT (DRHT), the
Random Window RHT (RWRHT), the Window RHT
(WRHT). and its special version called the Connective

*For this reason, the term randomized ought to be preferred. The term
probabilistic is more diffuse, covering also methods that, for example,
model the accumulator space by statistical models. However, for
reasons of conformity with current practice, we choose to use the
terms probabilistic and non-probabilistic here.
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RHT (CRHT), are proposed in this paper to alleviate
these problems. They apply the RHT to a local
neighbourhood of a randomly selected binary edge
point. The methods are tested with both synthetic and
real-world pictures, and compared to the SHT, the basic
RHT and several other Hough transform algorithms
with good results. The properties of the tested methods
are discussed, and some conclusions are given.

RECENT VERSIONS OF THE HOUGH
TRANSFORM

The Hough transform has been a popular research topic
for many years"*. It is a popular method to extract
global features like straight lines, circles, ellipses, etc.
from an image. This fundamental task of computer
vision can be a significant part of a pattern recognition
system; as an example, see Gerig'®. The Standard
Hough Transform (SHT) computation consists of three
parts: (1) calculating the parameter values and accumu-
lating the cells in the parameter space*; (2) finding the
local maxima which represent curve segments in the
input image; and (3) extracting the curve segments using
the knowledge from the maximum positions.

The standard approach of the HT involves several
computational difficulties: the HT process can be time
and memory consuming, depending on the number of
input points’, the selection of an optimal and efficient
resolution of the accumulator space can be complicated,
etc. To overcome these problems, many new Hough
versions have been proposed during the past few years.
Table 1 summarizes the approaches. The methods are
categorized in this paper as non-probabilistic vs. prob-
abilistic Hough transforms. The probabilistic algorithms
use random sampling for selecting only a small subset of
the data. For more Hough techniques see, for example,
an excellent survey of recent developments by Leavers™.
Comparisons of some of these methods have been
presented elsewhere’® *°, In the following subsections,
a brief overview of the methods presented in Table I is
given.

Table 2 presents characteristics of the HT which are
also introduced in Tuable 1. The key characteristic
features are random sampling. many-to-one mapping
and use of a list structure instead of an accumulator
array. These subjects are discussed in the following
subsections.

Non-probabilistic Hough transforms
Gerig and Klein'®'? considered the problem of rapidly
finding correspondences between image points and
parameter curve points in HT, and they suggested a
backmapping which links the image space and the

*In this article. a parameter space is also called the accumulator space,
or simply the accumulator.
Input points are usually the edge points of the original image.

accumulator space. After the accumulation, each pixel
in an image can be linked to the most evident location in
the accumulator space. In this way, each image point
obtains the parameters of the curve it is part of. This
post-processing of the accumulator space makes it
possible to track different boundaries in the original
picture effectively. In practice, to achieve this result, a
given boundary point should be a member of only one
curve in the image space.

In the Fast Hough Transform (FHT) by Li e al.”°,
and the Adaptive Hough Transform (AHT) by
Illingworth and Kittler®', an iterative ‘coarse to fine’
exploration of the parameter space was suggested. In
the FHT, the parameter space is divided recursively into
hypercubes from low to high resolution, and the HT is
performed further only on the hypercubes whose votes
exceed a desired threshold T. In other words, the HT is
performed again on selected hypercubes which have
more accurate resolution now. This subdivision process
is repeated until every quadrant reaches a predefined
size (resolution) or its score does not reach 7, and
finally, the surviving quadrants are used for selecting
candidate peaks. The merits of the method are that it is
easy to make a parallel implementation, and that the
data structure is regular which facilitates analysis, e.g. T
can be set adaptively. On the other hand, this kind of a
structure may cause problems if a peak is close to the
borders of quadrants. The Adaptive Hough Transform
also utilizes a small fixed size accumulator (for example,
9 x 9) having a ‘coarse to fine’ accumulation until a
desired resolution is achieved. Instead of using fixed
limits for the parameters as in the FHT, the limits for
the parameters are selected adaptively in the AHT. This
i1s an evident merit of the algorithm, and it yields
effective adaptive sharpening of the accumulator space
in general. The candidate peaks are identified by
thresholding and a connective components analysis.
Another merit is the recovery of special cases in
parameter limits like when a candidate peak is adjacent
to an edge of the accumulator. The disadvantage of the
AHT is that it extracts curves segment-by-segment, and
the whole process has to be repeated to find a new curve
segment.

Princen et al.?? introduced the Hierarchical Hough
Transform (HHT). In the HHT an image is divided into
small subimages (for instance, 16 x 16) and the HT is
performed on these subimages. The accumulation is
carried out curve-by-curve and, when found, each curve
is extracted from the subimage. The procedure is
stopped when a predefined maximum value of the
accumulator has been obtained. As a result, a group of
curves are defined for each subimage. After the low-
level line segments have been detected, the line segments
are grouped hierarchically level by level with the HT.
Because of the small subimages, the size of the needed
accumulator array can be kept small, which will lead to
an efficient and robust process.

Ben-Tzvi and Sandler?” presented the Combinatorial
Hough Transform (CHT). The algorithm uses two
pixels of the image to calculate the line parameters.
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Each pair of two image pixels determine one (p, 8) cell
in the 2D accumulator array. For limiting the number
of pixel pair combinations, the image is segmented
(typically in 64 regions) and the voting process is
performed segment by segment. Costa ef al.*® have
described an improved parameterization for the CHT
to achieve higher detection accuracy.

Liang®* suggested the Curve Fitting Hough
Transform (CFHT). He fitted a segment of curve in a
small neighbourhood of edge points in the image. If the
fitting error is less than a given tolerance, the para-
meters obtained from the curve fitting are mapped as a
single point into a parameter space (called a parameter
list in this case). First, the fitting is done to each suitable

Table 1 Recent versions of Hough transforms

and non-probabilistic Hough transforms: H Kélviainen et al.

M x M window in the edge image, and finally, the
parameter space is examined to find curves which are
extracted from the image space. An important benefit of
the CFHT is its computational speed compared to the
SHT although the speed largely depends upon the
combination of the selected parameters. There are
some similarities in CFHT to the Randomized Hough
Transform (RHT)® suggested ecarlier. The CFHT
borrows from RHT the combined use of a many-to-
one mapping and a dynamic list accumulator, but with
the random sampling replaced by windowed fitting.
Thus, the CFHT explicitly shares the advantages of the
RHT like the arbitrarily high resolution, the infinite
accumulator space and the small storage. In spite of

Non-probabilistic Hough transforms

Probabilistic Hough transforms

Backmapping Hough Transform'®:1?

Fast Hough Transform?
Adaptive Hough Transform
Hierarchical Hough Transform
Hough Techniques by Risse?*
Combinatorial Hough Transform?”-2

Curve Fitting Hough Transform?*%*
Probabilistic Hough Transform by Stephens®

21.46
22.47

Parallel Guessing Implementation of the Standard Hough Transform?
Randomized Hough Transform
Probabilistic Hough Transform by Kiryati et al”®

Monte Carlo Hough Transforms®®

Random Calculation of the Intersections among Hough Surfaces by Shiono''
Random Sampling of Minimal Subsets by Roth and Levine'®

Dynamic Combinatorial Hough Transform'>'?

Dynamic Generalized Hough Transform
Connective Hough Transform'®

Hough Prediction/Correction Approach'

3 6,39-41.48

14

6,17

Table 2 Characteristic features of recent Hough transforms. The first column indicates the method, the second column the parameterization of lines,
the third the mapping from the input space to the parameter space, the fourth the structure of the accumulator, the fifth the method of sampling the

input points, and the sixth the method of detecting lines in a picture

Non-probabilistic Hough Transforms

Method Param. Mapping Accumulator Sampling Detection
SHT (p, 0 one-to-many 2D array all points all lines
FHT (a, b) one-fo-many 2 x 2D quadtree all points all lines
AHT (a, b) one-to-many 2 x small 2D array all points line by line
HHT (p, 0) one-to-many varying sized 2D arrays + 2D linked list all points line by line
CHT (p, 0) many-to-one 2D array all points all lines
CFHT (a, b) many-to-one 2D linked list all points all lines
PHT (p, 0 one-to-many 2D array all points all lines
Probabilistic Hough Transforms
Method Param. Mapping Accumulator Sampling Detection
PGI-HT (p, 0) one-to-many 2D array enough line by line
RHT (a, b) many-to-one 2D linked list enough line by line
rtRHT (p, 0) many-to-one 2D linked list enough line by line
ProbHT p, 0 one-to-many 2D array subset all lines
MCHT (a, b) one-to-many 2D array subset all lines

many-to-many

many-to-one
DCHT (0, 0) many-to-one O-histogram all points line by line

SHT = Standard Hough Transform?>-4

FHT = Fast Hough Transform®”

AHT = Adaptive Hough Transform?" ¢

HHT = Hierarchical Hough Transform?®>*

CHT = Combinatorial Hough Transform?’

CFHT = Curve Fitting Hough Transform>*?*

PHT = Probabilistic Hough Transform of Stephens®
PGI-HT = Parallel Guessing Implementation of the HT?
RHT = Randomized Hough Transform*

rtRHT = (p, 6) Randomized Hough Transform?®
ProbHT = Probabilistic Hough Transform bg Kiryati et al.”
MCHT = Monte Carlo Hough Transforms®

DCHT = Dynamic Combinatorial Hough Transform'% '3
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these merits and its own advantages, the CFHT also has
disadvantages which the RHT avoids. Some of these
difficulties are discussed by Liang®.

In the probabilistic approach to the Hough transform
proposed by Stephens®, the relationship between the
HT and the maximum likelihood parameter estimation
has been explored, and it has been shown that the HT is
a maximum likelilhood method. The Probabilistic
Hough Transform (PHT)*, a mathematically ‘correct’
form of the HT, is defined as a likelihood function in
the output parameters. The algorithm has been tested
for finding straight lines from oriented edgels, and it has
been shown that the conventional Hough method gives
a good approximation to the PHT. The PHT has also
been applied to a tracking problem, and found to be
robust in high dimensional Hough spaces. The PHT is
more accurate than the HT, but it is computationaily
expensive. A special climb algorithm has béen
developed that enables efficient parallel evaluation of
the likelihood function and its derivative.

Probabilistic Hough transforms

Recently, several probabilistic approaches to the HT
have been suggested. All of them use the idea of random
sampling. One of the major problems of the HT is that
the complexity of the method is largely dependent on
the size of the input data. By choosing a small subset of
points from the original input data set at random,
significant computational savings are obtained. These
savings reduce the computation time and memory
storage. Furthermore, some of the methods also use
many-to-one mapping, and they replace an accumulator
array by a list structure. These techniques may also save
the computation and memory usage. The RANSAC
approach and the parallel guessing implementation of
the Standard Hough Transform?®, the Randomized
Hough Transform® % the Probabilistic Hough
Transform”** and the Monte Carlo Hough
Transforms™®, among other probabilistic algorithms'®
"7 apply random selection. This section is a short
overview of these probabilistic methods, with compar-
isons to the basic RHT algorithm.

In the Randomized Hough Transform (RHT), Xu et
al* proposed a method for curve detection. For a curve
expressed by an n parameter equation, they randomly
selected n pixels and mapped them into one point of the
parameter space, instead of transforming one pixel into
an n — 1-dimensional hypersurface in the parameter
space, as the HT and its variants do. In comparison
with the HT and its variants, they showed through
analysis and experiments that their new method has the
advantages of small storage, high speed, infinite accu-
mulator space, and arbitrarily high resolution®. In
addition, the difficulties of choosing an appropriate
window and sampling for the accumulator and of

*Note that the PHT, despite its name, is here classified into the non-
probabilistic methods, because no random sampling is involved.

finding local maxima are avoided. These are two main
difficulties which significantly affect the performance of
the HT and its variants. The RHT is explained in more
detail below.

Fischler and Firschein? introduced one of the earliest
random approaches, the RANSAC approach, and the
parallel guessing implementation of the Standard
Hough  Transform  (here, denoted PGI-HT).
RANSAC?* is a generate-and-test method: n pixels are
randomly selected for obtaining a guess on curve
parameters, and then other pixels used to test the
guess. The PGI-HT randomly selects one pixel which is
mapped into a curve of the parameter spacez. This
process is continued until a control process of the PGI-
HT determines that a peak in the parameter space is an
evident candidate for a maximum. The random data
selection is similar to the Randomized Hough
Transform, but the two methods are conceptually not
the same: the RHT randomly selects » pixel points to
map them into one point of the parameter space by
solving » curve equations, and after certain iterations
finds out all the dense clusters in the parameter space to
obtain the curve parameters. Contrary to this, PGI-HT
randomly selects only one point and maps it into a line
of the parameter space. Therefore,, it is more similar to
the original HT. So, the RHT is a many-to-one
mapping whereas the PGI-HT is a one-to-many
mapping.

Roth and Levine'® presented a probabilistic Hough
method of random sampling of minimal subsets. Their
algorithm is a generalization of the RANSAC.

The Probabilistic Hough Transform by Kiryati e al.”
(ProbHT) only uses a small, randomly selected subset of
the edge points in the image. This limited poll is used as
an input for the HT. Since the size of the subset
providing a good performance is usually small, the
execution time can be reduced considerably. Thus, the
key to a successful application of the method is the
dependence of the algorithm’s performance, in terms of
detection probability and false alarm rate, on the
fraction of the data used. The algorithm has been
tested for the case of straight lines and for the case of
circles. The method differs from the RHT in both
randomizing and accumulating. A subset of the edge
points is chosen, after which Hough transform is
applied to each point of the subset. Again, this is a
one-to-many mapping, in contrast to the many-to-one
mapping of the RHT. Yli-Jaiski er al*? proposed
several improvements to the ProbHT, like new strate-
gies in peak detection in the accumulator and automatic
termination rules in voting. Similar attempts to develop
automatic termination rules in voting with the RHT
and motion detection have been discussed in brief
elsewhere™ *4,

The Monte Carlo Hough Transform (MCHT) was
suggested by Shvaytser and Bergen®®. They used
random sampling partially similar to the RHT. The
main contribution of this work is the observation that
it is sometimes advantageous to choose sets of points of
arbitrary size randomly. The kernel of the method is as
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follows: first, the following procedure is repeated N
times: (a) choose at random (with replacement) r pixels
pi,...,p, from the input image; (b) increment the
accumulator for all cells satisfying an equation
q(pj,¢)=0 for j=1,...,r, where ¢ is a parameter
vector. For example, in the case of line detection,
Xy — ¢ x1 — ¢, =0, where p, = (x&”,x%”). Second, the
accumulator is examined to detect local maxima.
Parameters N and r have to be predefined. Using some
parameters like size, confidence, accuracy and a preset
number of cells in the accumulator, the parameters N
and r can be optimized. This approach has fewer
increments into the accumulator than the HT, and thus
speeds up computation dramatically.

Compared to the RHT, the Monte Carlo Hough
Transform has a fixed accumulator space, while the
RHT has a dynamically-linked structure without any
predefined size. To calculate the Hough transform of
patterns of points, several parameters have to be
defined. When the number of selected points r is less
than the number of parameters in a curve segment to be
detected, the Monte Carlo Hough Transform incre-
ments more than one cell in the accumulator space.
When r is equal to the number of curve parameters, it
accumulates one cell like the RHT always does. A
property of the Monte Carlo HT, not shared by the
RHT, is sets of points of arbitrary size in randomizing,
and thus the possibility to optimize the number of
points r selected at random.

Shiono'' introduced an arc detection method using
the HT with random sampling of pixels. The algorithm,
called Random Calculation of the Intersections among
Hough surfaces (RCIH), has been designed for
detection of occluded circles. This is done by calcu-
lating the centre points of gravity and the end point
angles of the arcs. The RCIH method does not involve
an accumulator array. Instead, a small table for
parameter sets is needed.

The Dynamic Combinatorial Hough Transform
(DCHT) presented by Ben-Tzvi et al.'* ' also belongs
to probabilistic HT algorithms if a seed point is selected
randomly among feature points. However, the mechan-
isms of the random sampling were not explicitly
defined'*>. In the DCHT, the (p, 0) line parameteriza-
tion is used. All two point combinations with the seed
point are accumulated into a single value in a 6-
histogram. This process is repeated until a predefined
threshold is reached with some seed point in the 1D
histogram of 0 values. In the next stage, when the
threshold is obtained, a detected line is removed, and
this sampling procedure is continued until all points
have been removed, i.e. lines are detected one by one. If
the threshold is not reached, only the seed point is
removed from the feature points, and the sampling
procedure is continued.

Leavers'* generalized the DCHT to the Dynamic
Generalized Hough Transform (DGHT). In the
DGHT, a single connective point is selected and a
segment relative to the connective point is determined.
A suitable number of points in the segment to calculate

the curve parameters are chosen at random, and the
solved curve parameters are accumulated. This random
sampling is continued until a stopping criterion is
satisfied. Finally, once a shape (e.g. a circle or an
ellipse) has been successfully parameterized, it is
removed from the image, and curve detection is
continued. Lam er al'®'7 have considered similar
detecting problems, and proposed an approach both
for circle detection and ellipse detection.

Yuen er al.'’ reported on the Connective Hough
Transform (ConHT). The algorithm is similar to the
Dynamic Combinatorial Hough Transform, for
instance, in having a seed point, in this case selected at
random, to calculate a 1-dimensional -valued accumu-
lator. The accumulation, however, is different. In the
ConHT the accumulation is performed row by row in
order to have connectivity between the accumulated
points. Since vertical and horizontal lines are considered
separately, they are, in fact, two accumulators.
Probabilistic information may also be gathered during
the accumulation to select useful seed points. Improved
performance compared to the DCHT is presented
elsewhere'”.

EXTENSIONS OF THE RANDOMIZED
HOUGH TRANSFORM

This section shortly introduces the basic ideas of the
Randomized Hough Transform® ¢ which belongs to the
family of probabilistic Hough transforms. The main
elements of the RHT, random sampling, converging
mapping, and dynamically-linked list, are briefly
explained. New extensions of the RHT are also
suggested in this section. Four algorithms have been
developed: the Dynamic RHT (DRHT), the Random
Window RHT (RWRHT), the Window RHT (WRHT)
and the Connective RHT (CRHT).

Basics of the RHT algorithm

The RHT method™* is based on the fact that a single
parameter point can be determined uniquely with a pair,
triple or generally n-tuple of points from the original
picture, depending on the complexity of the curves to be
detected. For example, in the case of line detection, each
parameter space point can be expressed with two points
from the original binary edge picture. Such point pairs
(d;, d)) are selected randomly, the parameter point (a, b)
is solved from the curve equation, and the cell A(q, b) is
accumulated in the accumulator space. This random
selecting is called random sampling. The RHT is run
long enough to detect a global maximum in the
accumulator space. The parameter space point (a, b) of
the global maximum describes the parameters of the
detected curve, which can then be removed from the
image to start the algorithm again with the remaining
pixels.

The main difference between the conventional HT
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and the RHT for line detection is that, while a single
pixel in the original image is mapped to a curve in the
parameter space in the HT, a pair of pixels is mapped
to a single cell in the parameter space in the RHT.
Thus, while in the HT curves are mapped into the
parameter space using a function which generates all
parameter combinations compatible with both the
observed pixel and the curve model, the RHT only
generates a small subset of all parameter combina-
tions®. Thus, the RHT uses many-to-one mapping or
converging mapping. The following algorithm
summarizes the ideas of the RHT*:

Algorithm 1: The kernel of the RHT to line detection
1. Create the set D of all edge points in a binary edge
picture.
2. Select a point pair (d;, dj) randomly from the set D.
3. If the points do not satisfy the predefined distance
limits, go to Step 2; otherwise continue to Step 4.
4. Solve the parameter space point (a,b) using the
curved equation with the points (d;, d)).

5. Accumulate the cell A(a,b) in the accumulator
space.

6. If the A(a.b) is equal to the threshold ¢, the
parameters @ and b describe the parameters of the
detected curve; otherwise continue to Step 2.

To define the distance limits in Step 3 means that the
points @; and d; must not be too near each other or too
far from each other, i.e. distmn < dist(di, d;) < distpux,
where dist(d;, d;) is the Euclidean distance between the
points d; and d;. In this paper, this limitation is called
the point distance criterion. 1f the edge picture is
complex the use of distance limits is necessary.
Otherwise, computation yields a lot of waste accumula-
tions.

The accumulation of the cell A(a,h) means incre-
menting its value by one. The accumulator space can
have the form of a dynamic structure like a tree, because
now only one cell will be updated at a time. With the
usage of the dynamic tree structure, arbitrarily high
accuracy and small memory consumption are achieved.
More details of the dynamic structure and some other
possibilities were given elsewhere™©.

The algorithm contains a threshold which an accu-
mulator cell must reach to be detected as the global
maximum. The noisier the original edge picture is, the
higher the threshold should be. Instead of a constant
threshold, a variable threshold can be also used like in
motion detection using the RHT** By the variable
threshold the random sampling can be stopped auto-
matically without a predefined maximum value 7 in the
accumulator. The details on basic mechanisms and
algorithms of the RHT are presented elsewhere’, where
the advantages of the RHT are also stated: high
parameter resolution, infinite scope of the parameter
space, small storage requirements and fast speed. An
extension to the Generalized Randomized Hough
Transform (GRHT) has been proposed®. The (p,0)

*In this article. the algorithm is called the basic RHT.

parameterization of the RHT in line detection instead of
the (a,b) one is considered by Hare and Sandler™®.
Improved algorithms and the deep mechanisms behind
the advantages of the RHT were discussed by Xu and
Oja*®, who also discuss the general n — parameter
problem.

Novel extensions of the RHT

The Dynamic RHT (DRHT) method is an iterative
process of two RHTs. First the original RHT is run
until the accumulator threshold is reached by some
accumulator cell. For the second iteration of the
algorithm, the set of feature points is formed by
collecting the points that are near to the line found in
the first iteration. This is realized by scanning the image
along the line of the first iteration at the width of a few
pixels. The scan width takes into account a possible
error in both the slope and the intercept of the line.
Next, the new set of points is accumulated in the zeroed
accumulator and, when the accumulator threshold has
been exceeded again, the line is found. From that stage
the algorithm follows the original RHT. For the second
RHT iteration, the accumulator resolution and the
accumulator threshold are usually selected to be higher
than those of the first iteration. Because both the
resolution and the threshold are lower in the first stage
of the algorithm, and the number of sampled points is
relatively small in the second stage, time can be saved by
this combination technique. Algorithm 2 illustrates the
new strategy.

Algorithm 2: Maxima search strategy of the Dynamic

RHT (DRHT)

. Run the RHT long enough to detect a global
maximum in the accumulator space.

2. Zero the accumulator.

3. With higher accumulator resolution and higher
threshold, run the RHT long enough for the subset
of image points scanned near the line defined by
Step | to detect a global maximum in the accumu-
lator space.

4. Remove all those points from the set D which lie
under the curve determined by the location of the
maximum in the accumulator space.

5. Zero the accumulator.

6. Continue to Step 1.

Two novel windowing versions of the RHT, called the
Window RHT (WRHT) and the Random Window
RHT (RWRHT), were recently presented by
Kilvidinen et al.*’. Both of them use random sampling
and many-to-one mapping. Both algorithms utilize
more local information than the original RHT, but
since they have random elements the drawbacks of
window sampling may be avoided, and the merits of
window sampling obtained. For simplicity, the algo-
rithms are given here for the case of line segment
detection (i.e. the number of parameters n is 2), but
they have a direct extension to other curves, too.
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In the Random Window RHT (RWRHT), a window
location is first randomly selected from the binary edge
picture. The RHT procedure is performed in the m x m
window, whose size m is also randomized. Random
sampling is repeated R times, where R could be a
function of the window size m. Window sampling is
repeated until a predefined threshold 7 is reached. Lines
are detected one by one until a desired number of lines
Imax have been found or some heuristic criterion stops
the computing. When a line has been found and
verified to be a true line its pixels are removed from
the binary image. The algorithm for line detection is as
follows:

Algorithm 3: The Random Window RHT Algorithm for
line detection

1. Scan a binary edge image and put the coordinates
d; = (x;, y;) of all edge pixels into the pixel data set
D. Set a threshold ¢ for a global maximum in the
accumulator space A4, which is some data structure.
Set limits m,;, and mp,,, to a window size. Set the
number of lines to be detected /,.x. Initialize the
accumulator space A. Set /:=0.

2. Select one point d; randomly from the set D. Set
k:=0.

3. Randomize a
Mmin < M < Mipax.-

4. Create a pixel data set W of the m x m neighbour-
hood of the point d;. Points of the set W are
denoted w; = (x;, y)).

5. Set a number of random selections R = f(size(W)).

6. Select a point pair (w;, w;) randomly from the set
w.

7. If the points do not satisfy the predefined distance
limits, go to Step 6; otherwise continue to Step 8.

8. Solve the parameter space points (a,b) from the
curve equation with the points (w;w;). Set
k:=k+ 1.

9. Accumulate the cell A(q,b) in the accumulator
space.

10 If the score of the cell A(a,b) is equal to the
threshold ¢ go to Step 11; otherwise if X < R go to
Step 6; otherwise go to Step 2.

11. If the line parameters (a, b) define a true curve take
out of D all the pixels lying on the curve and set
I:=1+1.

12. If [ = [, or another stop criterion is satisfied then
stop; otherwise set A = nul/ and go to Step 2.

The Window RHT (WRHT) is a simpler version that
selects one edge point randomly, fits a curve to a fixed
size neighbourhood of the edge point, and defines the
curve parameters. The curve fitting can be done, for
example, by the least square method. Only the
parameters satisfying a certain goodness of the fitting
are accepted to update the accumulator space. The
WRHT process is continued until the maximum score
in the accumulator is equal to the threshold ¢. This
approach determines line segments curve by curve, too.
In detail, the WRHT algorithm for line detection is as
follows:

window size m where

Algorithm 4: The Window RHT Algorithm for line
detection

1. Scan a binary edge image and put the coordinates
d; = (x;, ;) of all edge pixels into the pixel data set
D. Set a threshold ¢ for a global maximum in the
accumulator space A. Set a window size m. Set a
number of lines to be detected /.« and a maximum
for a fitting error cpax. Set /:=0. Initialize the
accumulator space A.

2. Select one point d; randomly from the set D.

3. If enough points are found in an m x m neighbour-
hood of the point d;, fit a curve to pixels and
calculate the line parameters (a, b); otherwise go to
Step 2.

4. 1f the fitting error e is less than en., accumulate the
cell A(a, b) in the accumulator space; otherwise go to
Step 2.

5. If the score of the cell A(a,b) is equal to the
threshold ¢ go to Step 6; otherwise go to Step 2.

6. If the line parameters (a, b) define a true curve take
out of D all the pixels lying on the curve and set
li=1+1.

7. If [ = lqax or another stop criterion is satisfied then
stop; otherwise set 4 = null and go to Step 2.

Both the RWRHT and the WRHT renew the random
sampling mechanisms of the RHT, but leave the
accumulation technique the same as earlier. Some new
accumulation approaches have also been proposed’: the
curve parameters can be stored in quantized values or a
mixture structure of two hash tables and one linear list
can be used. These two approaches can be combined to
the RWRHT and the WRHT, too.

The most critical constraint of the algorithm for
correct and reliable operation is the window size. It
must be large enough so that desired detection accuracy
can be achieved. However, the size is limited by the
average separation distance of adjacent curves. Also, in
the case of a noisy image as input, a large window tends
to ‘collect’ noisy points giving a high fitting error as a
result and thereby some of the lines may not be found.
So, the window size is an image dependent value and
can be optimized considering those factors.

An extension to the RTHT, called the Connective
RHT (CRHT), was recently developed by Kilvidinen
and Hirvonen*! to handle these problematic situations.
The extension introduces a connective component
search of the windowed points. Now, for the fitting
process only those points of the window are used that
are connected to the centre point of the window with an
8-path. Furthermore, the connective component search
can be performed as sectored. In this context, the
sectoring means limiting the search direction to the
original one and its two most similar directions. For
example, in terms of compass directions, if the search is
started with direction of north, allowed directions for a
further search are north, northeast and northwest. This
is done to cut down connection paths that consist of
loops or sharp bends. By these further suggestions, the
difficulties of the window line fitting can often be
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successfully avoided. Only in the special case of images
in which the edges are not 8-connected, i.e. there are
gaps between edge pixels, the connective component
search cannot be used to improve performance. The
kernel algorithm of the CRHT is as follows:

Algorithm 5: The kernel of the Connective RHT

(CRHT)

1. Create the set D of all edge points in a binary edge
picture.

2. Select a point &, randomly from the set D.

3. Create a w x w window centred at d;, and perform
the sectored connective component search to the
windowed edge points.

4. If enough connective points are found in the
window, fit a curve to those points and calculate
the line parameters (a, b); otherwise go to Step 2.

5. If the fitting error is within a tolerance, accumulate
the cell A(a, b) in the accumulator space; otherwise
go to Step 2.

6. If the A(a,b) 1s equal to the threshold ¢, the
parameters a¢ and b describe the parameters of the
detected curve; otherwise continue to Step 2.

The connective component search can easily be done in
a recursive way. When it is done as discussed earlier, the
search direction is limited. As a result of the process,
only the marked pixels are used in curve fitting, instead
of using all edge pixels. When the 8-path-connectivity to
the centre point of the window is demanded. the centre
point is the initial pixel in the sectored connective
component search (SC). Thus, the SC algorithm is as
follows:

Algorithm 6: Secrored connective component search (SC)

1. Set a new searching direction and move to that
direction.

2. If the present pixel is "on” and it is not marked. mark
it; otherwise move back to the initial pixel and go to
Step 1.

3. Search and mark recursively all the ‘on” pixels in the
present direction and its two nearby directions.

4. If there are unsearched directions left in the 8-
neighbourhood of the initial pixel, move back to
the initial pixel and continue to Step 1.

Like the original RHT, the CRHT considers not only
the local connectivity, but also retains the random
sampling through the random selection of the window
location. Thus it, too, i1s a combination of the key
features of the RHT: the random sampling, the many-
to-one mapping and the dynamic list accumulator.

TEST RESULTS

Some of the methods reviewed or introduced above
were tested on both complex synthetic and complex
real-world images*. The algorithms chosen for the tests
are as follows:

*Test runs were performed on a standard SUN SPARCstation IPX.,

Standard Hough Transform (SHT).

Combinatorial Hough Transform (CHT).

Curve Fitting Hough Transform (CFHT).
Probabilistic Hough Transform by Kiryati er al.
(ProbHT).

Randomized Hough Transform with the point
distance criterion (RHT_D).
e RHT without the point
(RHT_ND).

Dynamic RHT (DRHT).
Window RHT (WRHT).
Connective RHT (CRHT).
Random Window RHT (RWRHT).
Dynamic  Combinatorial  Hough
(DCHT).

distance criterion

Transform

A serious attempt was made to select the test para-
meters for each method as optimally as possible. Several
combinations of the parameters were selected, and the
best combinations for each method were presented as
test results. Of course, the test results may vary
according to both the selected parameters and test
pictures. Since the algorithms have many parameters
Table 3 summarizes the limits of algorithm constraints
in the tests.

Tests with a complex synthetic image

The first test picture is shown in Figure 1. The test
picture contains 50 randomly generated synthetic lines.
Two tests were run: one to detect 50 realistic candidate
lines and one to detect as many of those as possible. A
candidate line 1s any line produced by the algorithm. A
realistic candidate line satisfies line criteria, i.e. the
minimum number of pixels, the maximum gap between

Figure 1 Synthetic binary image of 50 lines
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Table 3 Constraints of the methods in the tests

Method

Constraints

SHT

CHT

CFHT

ProbHT

RHT

DRHT

WRHT, CRHT

RWRHT
DCHT

The 256 x 256 accumulator,
the Risse’s clustering method?* to accumulator
peak detection.

The 256 x 256 accumulator,

32 x 32 pixel segments with overlapping of 10
pixels,

the local peak finder of a 3 x 3 — 21 x 21 pixel
mask to accumulator peak detection

The 9 x 9 — 31 x 31 window,
the maximum fitting error used was 0.1 — 0.5,
the accumulator epsilon 5.0 — 10.0.

The sampling rate was selected as low as possible
so that the detection rate was as high as with the
SHT.

Other constraints were set just like in the SHT.

The accumulator resolution two decimals,

the accumulator threshold 2 — 4,

the points distance limits for minimum distance
5 — 15 and maximum distance 24 — oc.

The segment width nine pixels plus the pixels
caused by the slope variation,

the slope variation which was set to 3°,

the accumulator threshold for the second iteration
was always equal to or higher than that of for the
first iteration.

The accumulator threshold also one,
the window size 11 x 11 — 61 x 61.

The window size 21 x 21 — 141 x 141.

The accumulator threshold, e.g. # of the minimum
line length,
the O-histogram quantized to 256 values.

pixels, etc. For all the synthetic images, thc real
parameters of the lines were always known, and it was
checked after each test if the detected line parameters
were among them. The maximum differences between
detected and real line parameters allowed were =+5
pixels in p and +0.025 radians (= 1.43°) in 6. This
criterion is called the real line criterion. Realistic
candidate lines satisfying the real line criterion are
called real lines. Results of the test are summarized in
Table 4 and the output images corresponding to Table
4a are shown in Figure 2.

The computation time of the RHT_NT was found to
be much higher than the others. A reason for that is in
the fact that two randomly selected points from an
image of many lines are not very likely to belong to the
same line segment. This will yield a large number of
useless accumulations. With simpler images this effect is
not so obvious, and in such a case RHT_ND works.
With more complex images like Figure I, the point
distance criterion is essential. To overcome this random
sampling problem, the maximum distance of points in a
tuple was limited to 25 pixels in the RHT_D, the DRHT
and the RWRHT.

The most accurate, but slow methods were the
SHT, the CHT and the ProbHT, while the WRHT
and the CRHT were the fastest. In addition, the
CRHT is one of the most accurate algorithms.
Notice that the CFHT was not able to find more
than 28 true lines. This number of lines, which was

Table 4 Test results of the line detection from a 50-line image. (a) Detecting 50 lines; (b) detecting as many lines as possible. The first column
indicates the method, the second lists the number of real lines detected, and the third lists CPU times in seconds. Note that real lines satisfy both the
line criteria and the real line criterion. The fourth column lists the false alarms, i.e. lines not satisfying the line criteria, expressed as percentage of the
total number of candidate lines returned by the algorithm. The fifth and sixth columns denote the average and maximum number of active
accumulator cells during the test run. Of course, those methods that apply a static accumulator have equal values in both the two last columns

Method Lines Time Falses (% ) Av. Size Max. Size
SHT 48 94.60 0.0 65536 65536
CHT 37 53.67 12.0 65536 65536
CFHT 28 3.06 438 40 80
ProbHT 47.0 79.52 2.0 65536 65536
RHT_ND 17.2 138.08 9.4 903 3164
RHT_D 25.5 17.03 10.9 131 473
DRHT 27.8 19.09 15.3 179 794
WRHT 36.9 1.47 0.0 0 0
CRHT 43.3 1.80 0.2 0 0
RWRHT 26.9 2.64 13.5 63 261
DCHT 439 4.28 0.8 256 256
a

Method Lines Time Av. Size Max. Size
SHT 48 94.93 65536 65536
CHT 47 54.50 65536 65536
CFHT 28 3.06 40 80
ProbHT 47.0 79.63 65536 65536
RHT_ND 37.6 290.10 677 3013
RHT_D 44.6 19.06 134 669
DRHT 46.3 29.13 151 730
WRHT 438 2.06 0 0
CRHT 46.4 2.07 0 0
RWRHT 46.0 4.55 52 242
DCHT 48.5 8.12 256 256

b
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the best result by the algorithm, was obtained by
using a 13 x 13 window. The reason for such a low
detection rate is partly in small window size, which
does not give extremely high accuracy for parameter
definition, and partly in the accumulation policy that
allows the cells to move from their original locations
in the parameter space.

When only 50 candidate lines are detected, the SHT,
the ProbHT, the CRHT and the DCHT give good
results, as displayed in Tuble 4a and Figure 2. However,
in the case of detecting as many lines as possible (Table
4b) the CHT, the DRHT and the RWRHT aiso
obtained reasonable results.

Tests with a complex real world image

The second test picture is presented in Figure 3a. The
binary edge image of Figure 3b is obtained by using a
Difference Recursive Filter (DRF) to extract edges from
the bookshelf image of Figure 3a. The lines to be
detected are not ideal as in the synthetic image used in
the previous tests. Instead, the lines are wider and not so
exactly straight. Basically these ‘errors’ in edges are due
to nonlinear edges of the object, and to poor quantiza-
tion of the image. Also, the edge detection process may
cause distortion or extra noise to the edge image, or
cannot detect edges correctly.

Figure 2 Resulting images of line
detection from a 50-line image by (a)
SHT, (b) CHT, (c¢) CFHT, (d)
ProbHT, (¢) RHT_D, (f) DRHT, (g)
WRHT, (h) CRHT, (i) RWRHT, (j)
DCHT
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Figure 3 Complex real world image. (a) Original grey-level image: (b)
binary edge image corresponding to (a)

Computation times and the numbers of detected lines
are summarized in Table 5. Corresponding output
images of the algorithms are illustrated in Figure 4.

Table 5 Test results of the line detection from 4 complex real world image

The SHT and the ProbHT are slow, as expected, and
the RHT_ND becomes very slow when the number of
lines is more than a few dozen. The RHT with the point
distance criterion (the RHT_D) is far faster than the
RHT_ND. The DRHT was able to be tuned a bit faster
without major disadvantages to the detection result by
setting the accumulator threshold of the first iteration to
one, because quite often the first candidate parameters
already define an existing line. However, the RWRHT
was even faster, and the detection accuracy was similar
to the RHT and the DRHT. Also, the DCHT gave a
good result, but computation time was longer than the
computation times of the extensions of the RHT.

The most inaccurate detection result was received
from the CFHT. The method was not able to run with a
fitting window larger than 9 x 9, since there are many
groups of two adjacent lines in the edge image. The
same reason limited the window size of the WRHT, but
the detection result looks still much better and compu-
tation time was the smallest. Furthermore, the CRHT
allowed to set the window size even to 30 x 30, since it
employs the connective component search of windowed
points. The RHT variants detected lines in more
segments than the SHT. This is a characteristic
property and means a kind of trade-off between speed
and the accuracy of the method. The SHT, even if one
of the slowest, seemed to be the most accurate method.

DISCUSSION AND COMPARISONS

From analysing the properties of the algorithms and
from the previous tests, some conclusions can be made
on the relative performance of the methods. The tests
were made for the two-parameter line detection problem
only, but also more general conclusions can be drawn
from the algorithms.

Non-probabilistic methods

The SHT is the most accurate method, but computation
speed is very low. Moreover, it needs a large predefined
fixed size storage in accumulation. The CHT is faster
than the SHT. A possible disadvantage of the algorithm
seems to be that it may miss some lines due to small
segment size. If the segment size is larger, the computa-
tion becomes slower. Also, the performance of the
method depends more upon the distribution of the

Method SHT CHT CFHT ProbHT RHT_ND RHT D
Lines 6l 102 83 54.0 115.0 115.0
Time 99.83 58.00 4.85 74.93 130.14 14.81
Method DRHT WRHT CRHT RWRHT RWRHT

Lines 113.0 114.8 119.7 115.4 95.2

Time 8.12 3.02 3.56 4.02 28.19
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image points than with the other methods. Generally.
the computation time of the CHT is too high compared
to the fastest methods.

The fastest of the non-probabilistic Hough transforms
is the CFHT. The CFHT borrows the idea of the
converging mapping from the RHT, and combines this
part of the RHT framework to curve fitting, achieving a
high computational speed via a many-to-one mapping.
With pictures like those above, the CFHT fails to find
several obvious lines. Therefore, the CFHT seems to be

one of the most inaccurate methods. Some of the
difficulties of the CFHT have already been discussed?®’,
and some improvements were suggested. We want to
emphasize that results may vary with selected parameters.

Probabilistic methods

The ProbHT uses only a subset of image points in
Hough transform calculation. According to test simula-

S|
D

= [

Figure 4 Resulting images of line

detection from a complex real world

{ image by (a) SHT, (b) ProbHT, (c)
I l] CHT, (d) CFHT, (¢) RHT_ND, (f)

() (k)

RHT_D, (g) DRHT, (h) WRHT, (i)
CRHT, (j) RWRHT, (k) DCHT
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tions, this subset has to be quite large to obtain an
accuracy similar to the SHT. However, computing is
always faster. New improved strategies to apply the
ProbHT are suggested by Ma-Jadski and Kiryati**.

The DCHT is a simple and fast algorithm which gives
reasonably good detection results. Also, it needs only a
small amount of memory for the accumulator. However,
the new extended RHT methods, CRHT, etc., having
similar detection accuracy seem to be faster than the
DCHT, especially with complex real-world images.

The performance of the RHT _ND depends greatly
upon the number of lines in the image and on the noise
level. If either of those increases, the computation time
will increase rapidly because of waste accumulations.
Detection rate also decreases dramatically, as presented
in the test results section above. If an image is simpler
containing, for instance, 10 lines, the RHT_ND clearly
needs less computation and memory than the SHT.

The RHT_D has a clear advantage over the
RHT_ND. Using the point distance criterion it success-
fully avoids the difficulties of the RHT_ND. Since the
point distance is not allowed to be short, the accuracy of
the method is much higher. Also, the limitation of very
long distances makes the algorithm faster and less
storage consuming. The DRHT gives a slightly better
detection accuracy than the RHT_D at the cost of
computation time and storage needed.

The RWRHT and the WRHT use more local
information than the basic RHT. The RWRHT is
highly adaptive, since its window size is changing and
the number of RHT processes is also varying. The test
results show that it is very fast and quite accurate. The
local window can extract local lines more powerfully
than line extraction from the whole image. The choice
of the random window size still needs more analysis.

The WRHT and the CRHT also have low computa-
tion time and satisfactory accuracy. The problem of
selecting a proper tolerance for the fitting error is the
same as in the CFHT, but the idea of random sampling
and converging mapping allows a smaller window size
than in the CFHT, and thus the problems of too large
size of the neighbourhood are avoided. The problems
are also avoided by the connective component search of
the CRHT. Both the WRHT and the CRHT can be
used with accurmmulator threshold equal to one, i.e. no
accumulator is ueeded. In fact, raising the threshold
does not lead to significantly better results.

The RWRHT, WRHT and CRHT seem to exceed the
power of the RHT_D, and thus are very promising
approaches to further analysis. In particular, the CRHT
was in all tests one of the fastest methods, obtaining
quite satisfactory accuracy. In addition, the possibility
of the WRHT and the CRHT to have no accumulator
at all was interesting.

CONCLUSION

We have given an overview of recent developments of
the Hough transform. The new versions were categor-

ized as probabilistic or non-probabilistic. Their basic
ideas were introduced and their properties compared.
We presented new versions of the Randomized Hough
Transform to detect curve segments. The new exten-
sions, called the Dynamic RHT, the Random Window
RHT, the Window RHT and the Connective RHT,
were tested for line detection in synthetic and real-world
images and compared to several Hough transforms. The
RWRHT, WRHT and CRHT gave promising results.
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