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Abstract

Quantum gas nowadays is one of the hottest research frontiers in physics. 23Na

and 87Rb, the first two Bose-condensed atomic species, have been both intensively

studied. Their ultracold mixture, which has been investigated a lot theoretically,

is studied experimentally for the first time in our lab. In this thesis, I would like

to present two distinct experimental projects with this mixture.

In the first part, the successful creation of an ultracold sample of absolute

ground-state polar 23Na87Rb molecules are described. Pure samples of weakly

bound 23Na87Rb molecules are obtained from an atomic mixture with the help of

a s-wave Feshbach resonance. Starting from them, we have explored the excited-

state molecular structures, which are one of the main results in this thesis. We also

demonstrated the transfer from the Feshbach state to the absolute ground state

via a stimulated Raman adiabatic passage (STIRAP) and then we characterized

those interesting molecules.

The second project concerns the first investigation of the coherent nature of

spin-exchange collisions in a heteronuclear spin system. Specifically, we have ob-

served the coherent heteronuclear spin-mixing dynamics with a mixture of a 23Na

condensate and a 87Rb thermal gas. We have measured the magnetic-field de-

pendence of this dynamics and identified a resonant feature. To understand the

observed phenomenon, we have developed a theory based on the Gross-Pitaevskii

equation (GPE) for the condensate and a Boltzmann transport equation for the

thermal gas. We have also demonstrated a unique tool to tune the dynamics in

the spinor mixture with species- and state-dependent light shifts.
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摘摘摘要要要

量子氣體是代物理學中最熱門的研究前沿領域之一。23Na 和87Rb 作為最早實現

波色愛因斯坦凝聚的兩種原子，已經被深入地探索過。雖然他們的超冷混合物

在理論上有過很多地討論，但是我們實驗室是率先在實驗上進行研究的。在本

論文中我將介紹用鈉銣混合物進行的兩個截然不同的實驗項目。

我會在第一部分描述由處於絕對基態的極性23Na87Rb 分子組成的超冷樣品的

成功製備。在s 波的Feshbach 共振的幫助下，我們可以從原子的混合物中得到

純弱束縛分子的樣品。作為本論文的主要結果之一，我們研究了23Na87Rb 分子

的激發態分子結構。我們通過受激絕熱拉曼路徑將這些弱束縛的分子轉移到了

絕對基態并對他們進行了表征。

第二個部分主要展現對於異核自旋系統中自旋交換碰撞的相干性的研究。

特別地，我們利用23Na的波色凝聚體和87Rb的熱原子氣體觀察到了異核間的相

干自旋混合動力學過程。我們測量了該動力學過程對於外界磁場的依耐性並且

發現了一種共振現象。為了理解這些觀測到的實驗結果，我們發展了一套基於

用於凝聚體的Gross-Pitaevskii方程和用於熱原子氣體的Boltzmann輸運方程的理

論。我們還演示了一種利用矢量光頻移在自旋氣體混合物中調節自旋動力學的

特殊實驗手段。
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Chapter 1

Introduction

Bose-Einstein Condensation, a macroscopic quantum phenomenon predicted in

1925 by Albert Einstein, was first realized with the ultracold dilute atomic gases

in 1995 [1–3]. These landmark experiments led to the Nobel Prize in physics shared

by Wolfgang Ketterle, Eric A. Cornell and Carl Wieman in 2001. Since the birth of

the Bose-Einstein condensate (BEC), the field of quantum gas has been explosively

developed and it makes connections with many other areas of physics. Quantum

simulations of fundamental models and concepts in condensed matter and high

energy physics have been extensively reviewed in Ref. [4] and Ref. [5] respectively.

So far with quantum gases, quite a few experiments have been carried out, such as

the synthetic spin-orbit coupling reviewed in Refs. [6–8], Bose-Hubbard model [9,

10], Fermi-Hubbard model [11] and even the topological Haldane model [12] which

is impossible in condensed matter systems. Linking between cold atom physics and

astrophysics has been discussed in [13]. Beyond understanding the fundamental

problems, quantum gases are also excellent platforms to achieve the high-precision

quantum metrology [14]. With their long coherence time and high controllability,

cold atoms have been widely used to perform precision measurements beyond the

classic limit, for example using atom interferometers to measure the fundamental

physical constants like the gravitational constant [15] and fine structure constant

[16].

These exciting progresses are only possible with the rapid developments of

several essential techniques. The basic technique is the standard laser cooling

1



CHAPTER 1. INTRODUCTION 2

and trapping method which makes the Nobel prize in physics awarded to Steven

Chu, Claude Cohen-Tonnoudji and William D. Phillips in 1997. It brings the

temperature of atomic clouds from the room temperature to the ultracold regime

lower than tens of microkelvin (uK). In this regime, the collisions between two

atoms are dominated by the lowest partial waves, typically s-wave for bosons or

distinguishable atoms and p-wave for fermions. Furthermore, we can tune the

two-body interactions at arbitrary strengths with the help of Feshbach resonances

[17–19], which I think may be the most influential technique. This unique tool,

which cannot be found in other physical systems, makes the extensive applications

of the quantum gases possible [20]. Another important technique is the optical

lattice which is a periodic trap potential formed by standing waves of laser light

[21]. The atoms or molecules loaded into optical lattices can mimic the electrons

in solid crystal lattices and due to the well-controlled degrees of freedoms they are

ideal for simulating the condensed-matter systems [4], discovering exotic quantum

states [22], realizing the quantum computing [23–26] and so on. These essential

techniques, together with other helpful ones, give us the opportunity to explore

the quantum physics with dilute ultracold gases.

Among the numerous things we could do with quantum gases, exploring the

mixtures of atoms interests us most. Naturally we expect that mixtures would give

us the possibility to study new physics which is not present in the single-component

quantum gases. Actually, it has been thought long before in the liquid-helium

systems [27, 28] and now it is revolutionized with atomic quantum gases. The

mixture of two spin-1 bosons, which is one of the main topics in this thesis, is

served as a nice example. In the section 1.1 we would simply mention the various

applications of atomic mixtures.

One the other hand, instead of working with multi-component atomic gases,

we are also interested in quantum gases of molecules regarding their more com-

plex constituents. In this thesis I would limit my discussions within the case of

diatomic molecules, with which already lots of new physics could be investigated.

If molecules are composed of two heteronuclear atoms, they would be more attrac-

tive than the homonuclear ones. The reason is that they belong to the so-called

polar molcules, where permanent dipole moments allow them to be polarized by an

external electric field. This helps us play with tunable long-range and anisotropic

interactions, which will be one of the protagonists at the frontier of quantum gas

research for many years. Stimulated by the various possibilities with ultracold po-
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lar molecules, we have created an ultracold sample of absolute ground-state polar
23Na87Rb molecules, which is the most import result presented in this thesis.

1.1 Atomic Quantum Gas Mixture

Liquid helium systems were the only macroscopic examples of mixtures of matters

exhibiting quantum effects for a long time. In He3-He4 mixtures the strong inter-

actions between helium isotopes limit the maximum fraction of 3He and make the

theoretical analysis challenging [29]. The situation was renewed by the first demon-

stration of a quantum-gas mixture with two hyperfine states of 87Rb atoms [30].

Such mixtures are quickly extended to systems covering Fermi-Fermi (FF) [31,32],

Bose-Fermi (BF) [33–36] and Bose-Bose (BB) [37–42] mixtures of different isotopes

of the same element, or of two different elements.

FF mixtures of two different hyperfine states can be mapped to the spin-1/2

systems which play a crucial rule in condensed matter physics. They are ideal

systems to study topics such as the BCS-BEC crossover [43–47], superfluidity with

population imbalance [48] and new exotic quantum states like the Fulde-Ferrell-

Larkin-Ovchinnikov (FFLO) state [49, 50]. On the other hand, FF mixtures of

different atomic species provide unique analogies to several many-body systems

for the existing of the mass difference, for examples see Ref. [51].

BF mixtures are interesting mainly because of the presence of both Bose-

Einstein and Fermi-Dirac statistics. Unlike the mixtures of 3He and 4He, such

mixtures with dilute atomic gases provide simple but intriguing scenarios to ex-

plore the BCS-like fermionic superfludity [52], phase separation [53,54] and Bose or

Fermi polarons [55,56]. Loaded into an optical lattice, BF mixtures are promising

for the observation of the exotic supersolid state [57–59]. Recently, the spinor BF

mixtures are proposed to realize spontaneous quantum Hall effect [60] and control

non-abelian emergent gauge potentials [61].

We are most interested in BB mixtures for their unique properties and rich

applications. The first paper concerning the binary BECs predicted that they

have a great variety of possible ground states and excitations by only varying the

particle numbers [62]. The spatial distribution of the ground state of a trapped

binary BEC could be miscible or immiscible due to the competition between the

inter- and intra-component interactions [63]. A quantum phase transition between
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these two phases has been studied a lot both theoretically [64–67] and experimen-

tally [39,42,68,69]. However, it is still of experimental challenging to realize many

theoretical proposals with trapped binary BECs, for example, measuring the col-

lective modes [70, 71], observing the turbulence in the hydrodynamic regime [72]

and quantitatively testing the Kibble-Zurek scaling [67]. BB mixtures are also

important to investigate the impurities immersed in a bosonic environment, an-

other example of Bose polarons [73]. Mixtures of bosonic spinor gases may find

applications in creating two entangled BECs [74], simulating complicated spin

systems and realizing the bosonic Kondo model. Besides the above applications

in the bulk samples, the loading of BB mixtures into optical lattices has opened

the door of studying the multi-component Bose-Hubbard model [75, 76], multi-

particle entanglement [77, 78], super-exchange interactions [79], and spin-gradient

thermometry [80].

All of above applications focus on the interplay between different components

of the mixtures. The possibility that we can produce an ultracold molecular gas

from the ultracold atomic mixtures is another driving force of the more and more

explorations of them.

1.2 Ultracold Polar Molecule

Interactions play the most important role in the understanding of nature, from

the elementary particles in the Standard Model to stars in the universe. This is

also true in quantum gases and engineering the interactions is the most powerful

tool in our community. The contact interactions encountered most in atomic gases

are short-range and isotropic and other types of interactions have been pursued

intensively in last two decades. Dipole-dipole interaction (DDI) (see Appendix

A.1 for detailed introduction), which is one of the most promising candidates, is

long-range and anisotropic. The physics with dipolar quantum gases has been

reviewed in [81–83], which can be realized with magnetic atoms, Rydberg atoms

and ultracold polar molecules (UPMs).

With quantum gases of highly magnetic atoms, the efforts of experimentalists

have led to observations of the anisotropic expansion [84] and directional stabil-

ity [85] of a BEC, Fermi surface deformation [86], nonequilibrium quantum mag-

netism [87], and chaotic scattering [88]. Although stunning influences of DDI in
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magnetic atoms have been observed, they are typically smaller, or at most the same

order as the contact interactions. Due to the much stronger electrical DDI, it can

dominate with highly excited Rydberg atoms and UPMs. Resonant dipolar inter-

actions between Rydberg atoms have been demonstrated experimentally in cold

Rydberg gases [89, 90]. The dipole blockade, caused by the DDI-induced energy

shifts, is the suppression of Rydberg excitations neighbouring an existing Rydberg

atom. Experiments have been carried out with two independently trapped atoms

to observe this effect [91,92]. However, the lifetime of a dense Rydberg gas is quite

short due to the avalanche ionization [93].

The advantages of relative large DDIs and long lifetimes with quantum gases

of UPMs, combined with other unique properties and some necessary techniques,

make their extensive applications possible. The various aspects of cold and ul-

tracold molecules have been reviewed in Ref. [94]. Roughly new physics with the

studying on UPMs can be divided into three fields: ultracold chemistry, precision

measurement and the many-body physics.

The rates of inelastic processes and chemical reactions are dramatically modi-

fied by the particle statistics, the inter-particle interactions and the dimensionality.

The Bose-enhanced chemistry has been investigated theoretically in Ref. [95]. The

study of molecular loss rates with different particle statistics has been realized by

controlling the quantum state of a 40K87Rb molecular gas [96]. With DC or AC

electromagnetic (EM) fields we can study the controlled chemistry, which has been

described in detail in Ref. [97]. The DC electric fields are utilized to induce the

DDI among polar molecules which would change the various collision processes

significantly. For example the dipolar collisions between two 40K87Rb molecules

have been studied in Ref. [98]. AC EM fields could be used to control the dimen-

sionality which has been proven to be a power knob to tune the inelastic rates

in Ref. [99].The combination of both the DC and AC EM fields are also quite

interesting [100].

The UPM prepared in a single quantum state may provide the most accurate

measurements where the shot-noise limit is decreased due to the increased occu-

pation number and coherence time [94]. The complex molecular structures could

be utilized to set the frequency benchmarks ranging from the microwave domain

to the visible one. It is also useful in testing possible time variations of some

fundamental constants [101].

The applications in many-body physics could be discussed separately accord-
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ing to the trap potentials. Most of the existing literatures exploring quantum

gases of polar molecules focus on the dramatic effects induced by the DDI, espe-

cially the understanding of the dipolar Bose gas [81]. The possibility that tuning

the BEC from the contact interaction dominated regime to the strongly dipolar

regime stimulates many theoretical and experimental efforts [94]. Beyond the har-

monically trapped bulk samples, the UPMs in optical lattices also attract lots of

attentions. A minimal model describing quantum lattice physics is the Hubbard

model. Within this model, the phase digram of a dipolar Bose gas is predicted to

be the same as that of the extended Bose Hubbard model [102], where Mott in-

sulator, checkerboard insulator, superfluid, supersolid and collapse phase could be

observed. The simplest Hamiltonian for lattice-confined polar molecules has been

derived in Ref. [103] where the dynamical phase transitions are also included.

1.3 Spinor Gas

The study of the interplay between superfluidity and magnetic ordering has a long

history in condensed matter system, especially in superconductors. In the conven-

tional superconductors explained by the Bardeen-Schrieffer-Cooper (BCS) theory,

very low concentration of a magnetic impurity could suppress the superconduct-

ing state [104]. For the high-transition temperature (high-Tc) superconductors like

copper oxides and iron-based superconductors, the antiferromagnetic order maybe

play a important role in accounting for the high-Tc [105,106]. Quantum gases with

their internal degrees of freedom liberated, are ideal platforms to study the physics

simultaneously associated with superfluidity and magnetism.

1.3.1 Single-species Spinor Gas

One profound system is the bosonic spinor gas realized in optical dipole traps

[107–109], where different sub-levels of a hyperfine manifold experience a common

external trapping potential. Spin domains, spin-mixing dynamics and spin tex-

tures are there most interesting phenomena proposed theoretically and observed

experimentally with bosonic spinor gases, which have been intensively reviewed

in Refs. [110,111]. Spin mixing has also been demonstrated with fermionic atoms

recently [112].
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The phase diagram as well as the dynamical properties are mainly determined

by the spin-dependent binary interactions. In a spin-1 BEC, it is well-known that

the only spin-dependent term has the form of cf1 · f2 [108], where fi(i = 1, 2) are

the hyperfine spins of two colliding atoms. It is obvious that the interaction en-

ergy is lowered when the two spins are parallel (anti-parallel) for c < 0 (c > 0),

which is called a ferromagnetic (antiferromagnetic) interaction. In the absence

of external magnetic fields, the ground state is the ferromagnetic (antiferromag-

netic) phase for the ferromagnetic (antiferromagnetic) interaction with which the

system reaches the maximum (minimum) value of its spin density [108]. We have

a large degeneracy of the ground state due to the SU(2) symmetry of spin-1 ob-

jects. When an external magnetic field is applied, the Zeeman interaction would

break the SU(2) symmetry and only a axisymmetry about the quantization axis

is left. Furthermore, the Zeeman energy could compete with the spin-dependent

interaction energy and the ground state becomes more complex [107].

Besides the ground-state structures, the spin-mixing processes, where two col-

liding atoms exchange their magnetic quantum numbers, play a important role in

determining the magnetic nature of spinor gases [113–116]. They are also utilized

to study the quantum coherence [112,116–120], nonequilibrium dynamics [121,122],

spin-squeezing and entanglement [123, 124], quantum phase transitions [121, 125],

and so on.

The workhorses for the bosonic spinor gases are the ground-state 23Na and 87Rb

atoms. The coefficient c for 23Na spin-1 gases is positive while it is negative for
87Rb spin-1 gases. The phase diagram of a spin-2 gas is much richer due to more

spin-dependent interaction terms. For the 87Rb spin-2 BEC the ground state is not

clear even at a zero magnetic field, although most likely it is ferromagnetic [114].

1.3.2 Mixture of Spin-1 Gases

Although the spinor gas of single-species atoms has been extensively studied, their

mixtures are rarely investigated, especially in experiments. The situation that

magnetic impurities interact with a magnetic host would provide us many inter-

esting settings.

In bulk samples, the mean field phase diagram of a binary spin-1 mixture

has been studied theoretically in Refs. [126, 127], where various new phases are
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predicted due to the competition between intra-species and inter-species spin-

dependent interactions. The quantum ground state has also been studied by theo-

rists in Refs. [128,129]. The possibility of generating two entangled BECs has been

discussed in Ref. [74]. The heteronuclear spin-mixing dynamics was investigated

in Ref. [130].

By loading a binary spin-1 gas into an optical lattice, we could mimic the

quantum magnetism in crystal structures. For example, we could make a 87Rb

Mott insulator and a 23Na superfluid and possibly study the indirect interactions

between localized 87Rb spins or the influence of the localized impurities on the

spin-mixing dynamics of the host. Although the magnetic excitations in an optical

lattice has already been studied with single-species atoms in Ref. [131], it is still

interesting to explore them with a binary mixture where the mass difference may

play a role.

1.4 Thesis Outline

The main part of this thesis would be divided into three chapters. The first

chapter concerns with the experimental setups and their corresponding working

mechanism. Logically we follow the constructions of different experimental appa-

ratuses and the experimental time sequence. In the second chapter, we focus on

the molecular part where every steps from atoms to molecules are discussed in

detail. The last chapter would describe the spinor work including the study of the

heteronuclear mixtures of two spin-1 atoms and the 87Rb thermal spinor gases.



Chapter 2

Experimental Setups

The cooling and trapping of atoms are standard techniques in today’s quantum

gas lab. Nevertheless, every system has its own peculiarities and I would like to

describe our unique setups to create the quantum degenerate mixtures of 23Na and
87Rb in this chapter.

The basic components in our lab include the following six parts. (1) A ultra-

high vacuum (UHV) system. It is needed to isolate the atomic samples from

the environment. (2) Lasers. They could be used to cool and trap the atoms,

like in a magneto-optical trap (MOT) and far-off-resonance optical dipole trap

(FORT). We also utilize them to control the quantum state of atoms or molecules

via many coherent processes, such as the STIRAP. (3) Imaging system. This is

constructed to gain information from the samples by taking pictures of them with a

complementary metal-oxide-semiconductor (CMOS) camera. (4) The DC external

fields. A magnetic gradient field is needed for the MOT and the magnetic trap.

We use a uniform magnetic field to induce the Feshbach resonances. We also play

with a uniform electric field to manipulate the ground-state polar molecules. (5)

The microwave (MW) and radio-frequency (RF) fields. They are used to control

the internal states of atoms or molecules. (6) Experimental control system. With

this system, we can engineer the experimental time sequence with a time resolution

of one millisecond. I will introduce these six parts in this order.

9
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2.1 UHV System

The UHV system, with which the works in the thesis were carried out, was con-

structed and finished before I joined the lab in 2012. However, during my PhD

time I had the opportunity to participate in the construction of a new experimental

setup from the very beginning. Here I still want to focus on our old setup.

The opening of a quantum gas lab usually starts with the design and prepara-

tion of a UHV system. Our main vacuum chamber was designed to have a height

of 30 cm. Enough spaces should be left to provide good optical accesses, especially

for a single chamber system where they are severely limited by the presence of

magnetic coils, electrodes, RF coils and MW horns.

There are some standard procedures to be followed [132] to build up the UHV.

Here I briefly summary the steps we have taken to achieve the UHV in Table 2.1.

Details of totally 7 steps can be found as well as some remarks and tips for each

step.

Table 2.1: Steps to reach UHV. Here DI water and TSP refers to deionized water

and Titanium sublimation pump respectively.

STEP DETAIL REMARKS and TIPs

Cleaning

Most of the metal and ceramic

components should be washed

in ultrasonic bath of soap, DI

water, acetone and methanol

in 1 ∼ 2 hour in the order.

Except the angle valve,

feedthrough and pumps.

First bake-

out

Bake all the components in

300∼400 ◦C for several hours

and wrap up them in Al-foil af-

ter cooling down naturally.

Different parts will have dif-

ferent temperature ratings and

we need to bake them in differ-

ent ovens.
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Assembly

Design a proper assembly or-

der, roughly speaking, the

main metal part and its sup-

port, the glass cell and its

protector, the dispenser and

feedthrough, the ion pump,

TSP and the turbo pump.

a) Wire dust-free gloves and

gauze masks all the time and

change them regularly. b)

Wipe the knife edges and cop-

per gaskets with methanol be-

fore using them. c) Watch

out for the glass cell all the

time. d) Use the spot weld-

ing to connect dispensers and

feedthrough.

Pump

down and

leak check

Pump the vacuum down to the

order of 10−7 Torr and check

the leakage by applying nitro-

gen or helium gas to the whole

system and methanol to the

joints.

This is a very rough test-

ing process by just monitor-

ing the pressure after applying

the gas and liquid. Actually

we can qualitatively determine

the leakage rate by closing the

ion pump and measuring the

pressure rise curves after the

second baking.

Check

dispensers

and outgas

TSP

Dispensers should be checked

by seeing the fluorescence of
23Na and 87Rb. If there is no

problem we then outgas the

TSP by applying a slowly ris-

ing current for ∼10 min.

During applying the current to

the dispensers, we first use a

small current for several min-

utes to outgas them. Then the

temperature is raised to melt

the indium sealing and at last

the alkali metal starts to be

evaporated. The outgasing of

TSP should be operated be-

low the sublimation tempera-

ture of Titanium for several

times.
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Second

bake-out

Wrap the heat tapes in good

contact with surfaces evenly

and place the thermocouples

to the cell protector, glass-to-

metal joint, angle valve, ion

pump and feedthrough. Then

wrap the fiberglass cloth and

fasten all the heat tapes and

cloth with Kapton tapes. Start

to rise the temperature slowly

to 250 ◦C (5 ∼ 6h) and main-

tain for several days. Heat the

dispensers and TSP by apply-

ing currents to avoid possible

condensation of contaminants.

Make sure the temperature

gradient on the glass cell small

by keeping suitable ratio of

heat tapes wrapped on the

cell protector. Never overlap

the heat tapes. The temper-

ature difference between dif-

ferent parts should not exceed

30 ◦C during the whole baking

process. Record all the read-

ings: time, temperature, pres-

sure and applied voltage to the

heat tape.

Cool down

and turn

on ion

pump and

TSP

The system should also be

cooled down slowly to ∼40 ◦C

(6∼8h), especially the ion

pump. Then turn on the ion

pump and close the angle valve

and turbo pump. The last step

is to turn on the TSP with full

current for several minutes to

reach further UHV.

The ion pump can be turned

on at temperature below 85 ◦C

and baked for one or two days

until the pressure reach 10−8

Torr. Monitor the pressure

drop when the temperature is

lowered.
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Figure 2.1: Photograph of our experimental apparatus. 1-Feedthrough, 2-Angle

valve, 3-Ion pump, 4-TSP, 5-Glass cell, 6-Microwave horn, 7-Coils pro-

ducing magnetic fields, 8-UV LED.
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Figure 2.2: Fluorescences of 87Rb during the MOT loading. The red and black

curves are corresponding to the presence and absence of the UV light, respectively.

The dashed vertical line indicates the MOT loading time in our daily experiments.

The inset shows the black curve with a rescaled vertical axis.

As seen in the photograph in Fig. 2.1, our vacuum system is a single-chamber

setup where the pressure of ∼ 1.4 × 10−11 Torr is maintained by the ion pump

(Gamma Vacuum 45s). The single chamber is a glass cell (pyrex glass) with outer

sizes of 40 mm×40 mm×132 mm and a wall thickness of 3 mm. The cell is not anti-

reflection coated as we work with several quite different colors. It is connected to

a standard stainless six-way cross though a 23
4

′′
CF flange. The atomic sources

(dispensers) are on the opposite side of the cross, which are about 12 cm away

from the cell center and connected through an electrical feedthrough. The other

sides of the cross are closed with viewports except the side linked to a reducing

cross through a conical reducer. The angle valve, ion pump and TSP are installed

to the down, up and back flanges of that reducing cross respectively.

Dispensers are commonly used for 87Rb, while Zeeman slowers for 23Na due to

its lower vapor pressure at the room temperature. However, we use the former

for both species and this could be a limit for our 23Na atom number. On the
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other hand, the UHV in our single chamber is below the vapor pressure for both

species. To solve these disadvantages for the MOT loading, the light-induced

atomic desorption (LIAD) effect [133] is utilized to temporarily increase the atomic

vapor pressure by turning on a 365 nm ultraviolet (UV) light-emitting diode (LED)

[134]. The LED (Thorlabs M365L2) is mounted near the glass-to-metal transition

part and has a maximum output power of 200 mW. A comparison between the

MOT loading curves of 87Rb with and without the UV light is shown in Fig. 2.2.

It is apparent that the UV light increases the saturation value of the fluorescence

by ∼ 200 times and reduces the loading time constant by 50%. The fluorescence

of 23Na is too small to be separated from the noise. However, we can confirm

the great effect of the UV light on 23Na by checking its atom number at latter

stages. For daily operations, we set the MOT loading time to be 30 s. To make

the LIAD technique stable over a whole day we need heat our dispensers with

constant currents.

2.2 Laser System

Lasers are essential elements in a quantum gas lab. In our lab, we have setup

three different laser systems for different purposes, namely the 87Rb and 23Na

MOT lasers, the FORT laser, and the Raman lasers for STIRAP. I would like to

begin with an overview of the atomic structures of 23Na and 87Rb followed by the

introduction to the fundamental light-matter interactions. At last we focus on the

laser setups.

2.2.1 Atomic Structures of 23Na and 87Rb

In a neutral atom the electronic states are labeled with the term symbols 2S+1LJ ,

where S, L, and J are quantum numbers representing the spin, orbital, and total

angular momentum of electrons, respectively. L is designated as S, P,D, · · · for

the value 0, 1, 2, · · · . The simple alkali atoms have only one outermost valence

electron, while all other electrons are wise-paired to give a zero contribution to the

angular momentum. The lowest three electronic levels are 2S1/2, 2P1/2 and 2P3/2.

In Fig. 2.3 we show these levels for both 23Na and 87Rb atoms.
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Figure 2.3: Atomic structures of 23Na and 87Rb. The electronic ground state

(2S1/2) and the first two excited states (2P1/2 and 2P3/2) are shown. Due to their

same nuclear spin of I = 3/2, the hyperfine structures of 23Na and 87Rb are similar,

which are also presented here. All of the numerical values are from Ref. [135,136]

Beyond the electronic structures, the interactions between electrons and nu-

cleus give rise to the hyperfine structures, are also presented in the figure. The

Hamiltonian for hyperfine interactions is easy to be found in any atomic physics

textbooks and reads

Hhf = AhfI · J +Bhf

3(I · J)2 + 3
2
I · J− I(I + 1)(J + 1)

2I(2I − 1)(2J − 1)
, (2.1)

where Ahf and Bhf are two constants and I is the nuclear spin with quantum

number I. The first term is the magnetic dipole term and the second is the

electric quadrupole term which is vanished for J = 1/2 states. Based on this

Hamiltonian, the good quantum numbers are I, J, F and mF , where F = I + J
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and mF its projection along the quantization axis. Each F state has a degeneracy

of 2F + 1 and this degeneracy can be lifted by an external magnetic field. Due

to their same nuclear spin quantum number of I = 3/2, the hyperfine structures

of 23Na and 87Rb are quite similar. The influence of the external magnetic field

would be presented in the subsection 2.4.1, especially for their electronic ground

states.

2.2.2 Two-level Atoms in a Monochromatic Light Field

The light-matter interaction is one of the fundamental topics in modern quantum

physics. Before the advent of a full quantum description, the most well-known

attempt to solving this problem is the Lorentz oscillator model [137] based on

Maxwell’s equations by Hendrik Lorentz. That model assumed that electrons are

bound to the nucleus through forces obeying the Hook’s law. The electric field

of the applied radiation interacts with the electron’s charge where the situation

is like a driven oscillator. The model succeed in explaining the normal Zeeman

effect [137] and some optical properties of materials, such as the complex refractive

index and frequency response of metals. Although it is a classical model, the driven

oscillator picture is still useful today for it is convenient to get the quantum result

starting from this model.

The full quantum description of light-matter interaction deals with both quan-

tized atoms and quantized radiations. However, the treatment with quantized

atoms and classical radiations is enough for our purpose. We start our discus-

sion with a two-level atom interacting with a monochromatic light field which is

sketched in Fig. 2.4a. With an oscillating electric field E cosωt, the Hamiltonian

under the rotating wave approximation (RWA) reads

H = h̄

(
ω0 − i

2
Γ Ω

2
e−iωt

Ω
2
eiωt i

2
Γ

)
, (2.2)

where ω0 is the energy spacing between the ground state |g〉 and the excited state

|e〉, Γ is the decay rate of |e〉 and it is the reciprocal of the lifetime τ , ω is the angular

frequency of the light and Ω is the Rabi frequency defined as Ω ≡ |qE · 〈e| r |g〉| /h̄.

With an unitary transformation H → UHU † − ih̄U∂tU †, the Hamiltonian can be
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Figure 2.4: a, An two-level atom in a monochrome light field. The ground and

excited states are represented by |g〉 and |e〉 respectively. ω0 is the energy spacing

between |g〉 and |e〉 and Γ is the decay rate of |e〉 to |g〉. The two-level atom is

driven by a light field with an angular frequency ω and ∆ is the detuning. b, The

Rabi oscillation of a two-level atom. Assuming Γ = 0, three cases with ∆ = 0,Ω/2

and Ω are plotted here.

rewritten as

H = h̄

(
−∆− i

2
Γ Ω

2
Ω
2

i
2
Γ

)
, (2.3)

here the detuning ∆ ≡ ω − ω0 and U reads

U =

(
eiωt 0

0 1

)
. (2.4)

The Schrödinger equation ih̄∂t |Ψ(t)〉 = H |Ψ(t)〉 with |Ψ(t)〉 = cg(t) |g〉 +

ce(t) |e〉 gives two coupled differential equations

iċe = (−∆− i

2
Γ)ce +

Ω

2
cg,

iċg =
Ω

2
ce +

i

2
Γcg.

(2.5)

The initial state is usually prepared at the ground state: |Ψ(0)〉 = |g〉. We first

assume Γ = 0 and the solution reads

|Ψ(t)〉 = −i Ω

Ω′
ei∆t/2 sin θ |e〉+ ei∆t/2(cos θ − i∆

Ω′
sin θ) |g〉 , (2.6)
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where Ω′ =
√

Ω2 + ∆2 and θ = Ω′t/2. The probability of finding atoms at their

excited states can be expressed as Pe(t) = |ce|2 = Ω2

Ω′2
sin2 θ. As shown in Fig.

2.4b, Pe(t) oscillates periodically which is referred to as the Rabi oscillation. From

the expression of Pe, the on-resonance case (∆ = 0) gives the maximum of the

oscillation amplitude and period. In this case, a radiation pulse with a length of

π/(2Ω) (π/Ω) is called π/2 (π)-pulse where Pe = 0.5 (1).

The finite lifetime of |e〉 (Γ 6= 0) gives rise to the decoherence effect and the

amplitude of the Rabi oscillation approaches 0 for a sufficient long driving time

(t� Γ−1). This corresponds to the steady state where the population of |e〉 reads

lim
t→+∞

Pe(t) =
Ω2

2Ω2 + 4∆2 + Γ2

=
1

2

I/Isat
1 + I/Isat + 4∆2/Γ2

,

(2.7)

where the saturation intensity is defined by I/Isat = 2Ω2/Γ2. From this expression

we know that a strong driving field (I → ∞) tends to equalize the population

between |g〉 and |e〉. A derivation of this result using the optical Bloch equations

can be found in Ref. [138].

Let us consider the net absorption of a radiation by a sample with N two-level

atoms.The steady state is a dynamic equilibrium, where the rate of the absorption

is equal to the rate of emission. Three basic processes are involved: stimulated

absorption, stimulated emission and spontaneous emission (SE). The first two

processes have the same rates for a single atom and the last one gives the dissipation

of the radiation field. Supposing the light propagates along z-direction, we can

write down the attenuation of the intensity according to Beer’s law as

dI(z)

dz
= −(Ng −Ne)σI(z), (2.8)

where Ni = NPi is the population of |i〉 (i = e or g) and σ is a parameter called

cross section characterizing the rate of the stimulated absorption or emission of a

single atom. Considering the energy conversation we have

(Ng−Ne)σI = NeA21h̄ω0,

=⇒ σ =
PeA21h̄ω0

(1− 2Pe)I

=
1

2

A21h̄ω0

Isat

1

1 + 4∆2 + Γ2
.

(2.9)



CHAPTER 2. EXPERIMENTAL SETUPS 20

Here the Einstein coefficient A21 is related to the saturation intensity Isat by

A21h̄ω0 = 2σ0Isat with σ0 = 3λ2
0/2π [138]. So the cross section reads

σ(ω) =
σ0

1 + 4∆2 + Γ2
. (2.10)

This result is important for the understanding of the absorption imaging discussed

in section 2.3.

Next I will switch to the discussion of how this simple two-level model can be

used to understand the laser cooling and trapping.

2.2.3 The Radiative Forces

The ability of slowing down and trapping the atoms by light can be understood

in the context of mechanical effects arose by the so-called radiative forces. There

are two kinds of such forces, namely the scattering force and the dipole force.

Although they can be treated in a unified manner [139], here we discuss them

separately to emphasis their different mechanisms and applications.

Scattering Force

The idea that light has certain momentum and energy dates back to Maxwell in

the 19th century. The modern version of this point is coined photon, an elementary

particle representing the quantum of all kinds of radiation fields. A photon has

definite momentum and energy: pph = h̄k, Eph = h̄ω. We already see that the

scattering (net absorption) of near-resonance photons by two-level atoms has the

same rate as the SE, which is ΓPe, the inverse of the lifetime of the excited state.

The mean momentum of the scattered photons is zero due to the isotropic nature

of SE. In this way the momentum, similar to the energy, is transfered from the

light field to the atom and we can define a related force as

F = dp/dt = pphΓPe = h̄k
Γ

2

I/Isat
1 + I/Isat + 4∆2/Γ2

. (2.11)

Here the steady state solution in eq. 2.7 is used. This force is called the scattering

force, which has important applications in both optical molasses and MOT.
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Dipole Force

Another kind of force is caused by the interaction between the electric field gradient

of a laser field and the induced dipole of the atom. Let us consider the case that

a two-level atom is driven by a far-off-resonance light field (∆� Γ,Ω). Although

the scattering force could be neglected due to the large detuning, the energy levels

of the atom are shifted by the light. For a two-level atom, these shifts can be

calculated by diagonalizing the Hamiltonian in Eq. 2.3, where the eigenvalues

read

E± = h̄
−∆±

√
∆2 + Ω2

2

≈ h̄
−∆±∆(1 + Ω2

2∆2 )

2
.

(2.12)

The energy shift of the ground state is given by U = E+ = h̄Ω2

4∆
= h̄Γ2

8∆Isat
I. This

is called AC stark shift and the saturation intensity Isat =
h̄Γω3

0

12πc2
[140] can be

substituted into the expression to give U = 3πc2

2ω3
0

Γ
∆
I. The light intensity typically

has a nonuniform spatial distribution and thus the nonuniform energy shift gives

rise to a conservative force

F(r) = −∇U(r)

= −3πc2

2ω3
0

Γ

∆
∇I(r).

(2.13)

This force tends to trap the atom in the lowest (highest) intensity regime for a

blue (red) detuning. Although real atoms or molecules have very complex internal

structures, this simple picture is a good approximation in many cases [141]. By

engineering the intensity distributions, we can create various trapping potentials

like harmonic potentials, box potentials, [142] and periodic potentials for atoms or

molecules.

For 23Na and 87Rb atoms in our FORT, we have a convenient expression for

the trap potential which reads [141]

U(r) = −3πc2Γ

2ω3
0

I(r)(
1

ω0 − ω
+

1

ω0 + ω
), (2.14)

where ω0 = 2
3
ω2 + 1

3
ω1 is the center of D-line doublet with ω1(2) for the D1 (2)

transition frequency.
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2.2.4 Optical Molasses and MOT

Optical Molasses

Figure 2.5: 3D optical molasses. a, The laser cooling technique that uses the

configuration of three pairs of counter-propagating beams is given the name

′′optical molasses′′. b, A stationary atom radiated by a pair of counter-propagating

beams. The scattering forces of these two beams cancel each other in this case.

c, A moving atom radiated by a pair of counter-propagating beams. Now the

Doppler effect would give rise to a force imbalance which is the working mecha-

nism of optical molasses.

As shown in Fig. 2.5a, a 3D optical molasses is composed of three pairs of counter-

propagating laser beams along there orthogonal directions. At the first glance, this

configuration is useless as it seems that the scattering forces exerted on the atom

by the two counter-propagating beams cancel each other (Fig. 2.5b). However, it

is not the case for a moving atom with a finite velocity v. It experiences a force

imbalance due to the Doppler effect, as illustrated in Fig. 2.5c. The net force
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exerted on the atom reads

Fnet = h̄k
Γ

2
[

I/Isat
1 + I/Isat + 4(ω − kv − ω0)2/Γ2

− I/Isat
1 + I/Isat + 4(ω + kv − ω0)2/Γ2

]

≈ 4h̄k2 I

Isat

2∆/Γ

(1 + 4∆2/Γ2)2
v

= −αv,
(2.15)

with α = −4h̄k2 I
Isat

2∆/Γ
(1+4∆2/Γ2)2

. Here we have assumed that the atom moves with

a low velocity kv � Γ and the radiation has a low intensity I/Isat � 1. This is a

dissipative force when the detuning is red (negative) and the kinetic energy of the

atom would be reduced in this case:

dE

dt
= Fnetv = −2αE

M
. (2.16)

From this equation we may conclude that the atom could come to an absolute

stop by this cooling force. However, it is wrong for here we have neglected any

possible heatings coming along with the cooling process. A proper model to explain

the heatings assume that the random transfer of the linear momentum causes a

random walk of the atomic momentum. The mean square of the momentum 〈h̄2k2〉,
hence the mean kinetic energy, would increase in a random-walk model. According

to that model, the rate of increasing 〈h̄2k2〉 is ΓPeh̄
2k2 and the heating rate is

ΓPe
h̄2k2

2M
. The minimum temperature is reached when the cooling and heating

balance each other. At that point we have the temperature T = h̄Γ
4kb

( Γ
∆

+ 4∆
Γ

). So

the lowest achievable temperature, called the Doppler cooling limit TD, is achieved

when ∆ = Γ/2 and TD = h̄Γ/2kb. For 23Na and 87Rb the Doppler limit are 470µK

and 300 µK, respectively.

MOT

The configuration of MOT is shown in Fig. 2.6a. It is composed of an optical

molasses together with an anti-Helmholtz pair of coils. Each pair of laser beams

consists of light with orthogonal circular polarizations. The center of the anti-

Helmholtz coils is placed inside the overlap area of the light beams and they

produce a magnetic field gradient in the 3D space (see section 2.4.1).
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Figure 2.6: The configuration of MOT. a, Three orthogonal pairs of laser beams

are crossed at the center of an anti-Helmholtz coil placed along the z axis. The

atoms are cooled and accumulated around this center. b, Each pair is composed

of two counter-propagating beams with orthogonal circular polarizations. Atom

away from the magnetic field minimum (center) experiences a restoring force due

to the presence of the magnetic field gradient in this configuration.

Hundreds of thousands times of scattering are necessary to cool a room-temperature

atom down to the sub-millikelvin regime. So the cooling is only possible with the

existence of a cycling transition where a nearly closed two-level system is formed.

Due to the similar atomic structure of 23Na and 87Rb atom, both their cycling tran-

sitions are occurred between the state
∣∣2S1/2, F = 2

〉
and the state

∣∣2P3/2, F
′ = 3

〉
, as illustrated in Fig. 2.6b. However, the atoms can still be excited to the F ′ < 3

states which would decay back to the ground F = 1 state. Then those atoms are

invisible to the cycling light. To save them, another light, named repump light, is

added to drive the transition between F = 1 and F ′ = 2 states. The combination

of the cycling and the repump light is sufficient to cool the atoms down to the
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Figure 2.7: The working principle of Sisyphus cooling. The counter-propagating

light beams create different potential landscapes for different magnetic sublevels.

With the help of optical pumping, the atoms would continuously climb the poten-

tial mountains by losing their kinetic energies. The achievable temperature with

this cooling process is well below the Doppler cooling limit.

Doppler limit.

To explain the trapping mechanism in a MOT, let us consider that a rest atom

sits at some small positive magnetic field away from the center of the coils, as

shown on the bottom of Fig. 2.6b. Compared to the zero-field case where the

cycling transition is red-detuned, at this positive field the detuning of the σ+ and

σ− cycling transitions become larger and smaller, respectively. Thus based on the

discussion of the scattering force in previous subsection, the atom would scatter

more σ− photons and experience a restoring force pointing to the center. The

similar argument can be made when the direction of the magnetic field is reversed

if we note that the roles of the two beams exchange in that case.
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In real experiments the achieved lowest temperature in a MOT or an optical

molasses is well below the Doppler cooling limit thanks to the so-called Sisyphus

cooling or polarization gradient cooling. The working principle of this sub-Doppler

cooling method is illustrated in Fig. 2.7. The counter-propagating beam pair

creates a standing wave with an alternating polarization with the order: σ+, π, σ−

and π. This polarization gradient gives different potential landscapes for different

magnetic sublevels. When an atom moves toward the local potential maximum, its

kinetic energy is transfered to the potential energy. Near the maximum, the atom is

then optically pumped to the local potential minimum of another sublevel. In this

way it is continuously cooled by climbing the potential mountains, like Sisyphus

in Greek mythology. With this cooling method the lowest temperature achieved

in our lab is about 50µK for 23Na and 20µK for 87Rb.

2.2.5 Laser Setup For Two-species Vapor Cell MOT

To work with two kinds of atoms, a two-species vapor cell MOT is constructed

on our vacuum optical table. As already seen in Fig. 2.1, an homemade anti-

Helmholtz pair is placed outside the glass cell which is common for both species.

For each of them, six beams forming three orthogonal pairs compose a 3D optical

molasses and every corresponding beam of 23Na and 87Rb are overlapped using

a polarizing beamsplitter (PBS) cube. However, with this configuration the 23Na

and 87Rb clouds would suffer from huge heteronuclear collisional losses due to

their perfect spatial overlap and it is especially heavy for the minor 23Na atoms.

To avoid such losses, a nearly on-resonance beam for the 87Rb cycling transition

is turned on during the MOT loading process, which could push the 87Rb cloud

away from the 23Na cloud. This beam, called pushing beam by us, is essential for

the successful loading of 23Na MOT.

For 87Rb, we use three home-made lasers working near 780 nm (87Rb D2 line)

to generate the MOT beams, as well as the pushing, optical pumping and imaging

beams (see explanation latter). The cycling light comes from a diode laser with

a maximum output power of 300 mW which is injection-locked by a master laser.

Both this master laser and the repump laser generating the repump light are

tunable external cavity diode lasers (ECDLs). The longitudinal modes of them

are locked to the proper atomic transitions by the standard saturated absorption



CHAPTER 2. EXPERIMENTAL SETUPS 27

spectroscopy. The pushing beam, which is also used as the imaging beam, is

delivered from the cycling master laser. Meanwhile, the optical pumping light

comes from the repump laser.

The D2 transition for 23Na atoms locates near 589 nm and the light source is a

Raman fiber amplifier (RFA) laser. Previously a dye laser (DYE-SF-077) was used

and we suffered a lot from the long-term drifting of the output power and direction.

The description of it can be found in the thesis of Xiaoke Li [143], one of our former

group members. The new RFA laser is much stable with a maximum output power

of 1.5 W. It operates with a seed laser at 1178 nm which is a commercial ECDL

(LYNX-S3-1180-100). The seed light is coupled into the RFA with an optical fiber

and then amplified by the RFA. The output of the RFA is frequency-doubled to

589 nm by a PPLN crystal. The seed power is typically about 20 mW and we lock

the final yellow light to one of the 23Na atomic transitions using the modulation

transfer spectroscopy.

ECDL

A bare diode laser has the drawbacks of wide linewidth and poor tunability. By

providing a frequency-dependent optical feedback to the diode we can overcome

these drawbacks. The ECDL, a common example, is to form an external cavity

between the diode and a grating which functions as the frequency selective element.

With a Littrow configuration, the first-order diffraction from a reflective grating

is coupled back into the diode and the directly reflected light is guided out as the

output. Two important parameters, the grating constant N and the diffraction

efficiency η, are carefully considered to choose a proper grating. The grating

equation reads
1

N
(sin θi + sin θm) = mλ, (2.17)

where m, θi, θm and λ is the diffraction order, the incident angle, the m-order

diffraction angle and the light wavelength, respectively. To get a enough output

power with stable performance, η is often chosen to be among the range of 10 ∼
30%.

Our homemade ECDL is based on the design in Ref. [144]. For us, m = 1, θi =

θm = 45◦ and λ = 780 nm. These give that N ≈1800/mm. We choose one of the

gratings from Thorlabs (GH13-18U) with N =1800 lines/mm and η ≈ 28% for our

purpose. A photograph of our ECDL is shown in Fig. 2.8, where all the essential
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Figure 2.8: Photograph of our homemade ECDL. It is in a Littrow configuration

and the tuning of the laser frequency is finished with a PZT stack. The direction

of the output beam is kept almost fixed with the help of a mirror parallel to the

grating. See text for detailed description.

components are mounted on a modified mirror mount (Newport U100-P2K). The

grating and a parallel mirror are fixed to the front plate of the mount. This

mirror helps keep the beam direction of the output light almost fixed. The laser

diode and an aspheric lens are mounted into a collimation tube (Thorlabs LT230P-

B) to provide a well collimated light beam which is important for the optical

feedback. The temperature of the system is sensed with a thermocouple and

actively controlled by a Peltier module installed between the mirror mount and an

Aluminum block. This block serves as the heating sink. The grating-mirror pivot

arm can be adjusted manually with the tuning screw to couple back the diffracted

light and tune the laser frequency. We also use a piezoelectric transducer (PZT)

stack to drive it. With a total length of about 20 mm between the grating and the

diode, we can reduce the laser linewidth down to 1 MHz.

Besides the aforementioned two ECDLs, we have several other ones. For exam-

ple, the Raman lasers used to do the STIRAP transfer and the seed laser for the

RFA are all commercial ECDLs. Other kinds of diode lasers, like the distributed

feedback laser (DFBL), are also commonly used in our lab. One profound exam-
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ple is that we have used a DFBL to do the absorption imaging of 87Rb at a high

magnetic field.

Saturated Absorption Spectroscopy

The saturated absorption spectroscopy is a basic technique in experimental atomic

physics to resolve the atomic transitions below the Doppler-broadened linewidth at

room temperature. A pump-probe scheme is adopted in this technique to realize

the Doppler-free spectroscopy, as shown in Fig. 2.9a. A relatively high inten-

sity beam, referred to as the pump beam, is sent to the atomic vapor. Another

counter-propagating probe beam with the same frequency but a lower intensity is

overlapping with the pump beam. The absorption of the probe beam is recorded

versus the light frequency.

Due to the Doppler effect, the two beams are absorbed by the same amount of

atoms only when the frequency is on-resonance with one of the atomic transitions

or it is tuned to one of the crossovers of two transitions. For simplicity, we deal

with the former case and the latter one is easy to get by extending the formalism

here.

Assuming a single excited state, the pump beam would equalize the popula-

tion between the excited state and ground state among those atoms. With the

Maxwell-Boltzmann distribution of atomic velocities f(v) =
√

M
2πkbT

e
−Mv2

2kbT and the

absorption cross section σ(ω) = σ0
Γ2/4

(ω−ω0)2+ 1
4

Γ2(1+I/Isat)
, the absorption coefficient

of the probe beam can be written as

a(ω) = n

∫
f(v)[ρ1(v)− ρ2(v)]σ(ω − kv)dv

= n

∫
f(v)[1− 2Pe(ω + kv)]σ(ω − kv)dv

= n

∫
f(v)

σ0

2

1 + 4(∆ + kv)2/Γ2

[1 + I/Isat + 4(∆ + kv)2/Γ2][1 + I/Isat + 4(∆− kv)2/Γ2]
dv

(2.18)

Here n is the atomic density, ρi(v) is the steady state population of the ground

(excited) state with atomic velocities v for i = 1(2) and ∆ = ω − ω0. In the

integrand both Pe(ω+kv) and σ(ω−kv) act like delta functions and when ∆ = 0,

a(ω) gets a local minimum.

The absorption coefficient versus the detuning is plotted in Fig. 2.9b and we

can see that a small hole is burnt into a Gaussian background which is known as
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Figure 2.9: The saturated absorption spectroscopy. a, A pump-probe scheme is

adapted to realize the Doppler-free spectroscopy. See text for the description. b,

The absorption coefficient of the probe beam versus the laser detuning. Left: A

hole is burnt in a wide Gaussian background and the inset shows the differential

curve of this absorption line shape. Right: The burnt holes at three different pump

powers are compared (see text).

hole burning. The full width at half maximum (FWHM) of the hole is on the order

of the nature linewidth of the excited state. When increasing the pump power,

the FWHM of the hole will be broadened and its depth is increased, as seen in the

right plot of Fig. 2.9b. For multilevel atoms, if we have two atomic resonances

with frequencies ω1 and ω2, both beams could also interact with the atoms around

the velocity v = |ω1−ω2|
k

and a hole is burnt at the frequency of ω1+ω2

2
.

This technique is used to lock the laser frequency to one of the burnt holes. We

utilize the slope of the absorption line shape around the hole as the error signal

which is fed back to the current and the PZT controller to stabilize the frequency.

The error signal, shown in the inset of Fig. 2.9b, is got by the dither technique.



CHAPTER 2. EXPERIMENTAL SETUPS 31

Figure 2.10: Optical layout on the 87Rb optical table. Totally three homemade

diode lasers are used to generate six MOT beams, one imaging (pushing) beam

and one optical pumping beam all of which are delivered to the vacuum table using

PM single mode fibers. See text for the locking of the lasers.

For the ECDLs, we modulate the current with a small amplitude 50 kHz sinusoid

which is a frequency modulation and then the absorption signal is differentiated

using a frequency mixer to give the error signal. For the 589 nm fiber laser the

modulation is added to the pump beam by an acousto-optic modulator (AOM)

where both the frequency and amplitude are modulated. This modulation would

be transfered to the absorption signal and then it is processed almost the same as

that in the ECDL case.

Optical Layout

The real laser setups for the MOT operation in our lab are sketched in Fig. 2.10

and 2.11 for 87Rb and 23Na respectively.

For 87Rb, the cycling master laser is locked to the crossover of
∣∣2S1/2, F = 2

〉
→∣∣2P3/2, F

′ = 1, 3
〉

transitions at 384.227 903 THz. A portion of 20 mW light is sent

to double pass a +96 MHz AOM and then coupled into a fiber as the injection
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for locking the slave laser. Thus the slave laser receives a injection of ∼2 mW

and works at 384.228 095 THz. This corresponds to a detuning of -20 MHz to

the cycling transition. Another small portion of the master laser light is used as

the imaging (pushing) light after double passing a +106 MHz AOM. The repump

laser, locked to the crossover of
∣∣2S1/2, F = 1

〉
→
∣∣2P3/2, F

′ = 1, 2
〉

transitions at

384.234 605 THz, provides the repump and optical pumping light with frequency

shifts of +79 MHz and -67 MHz respectively.

The 23Na fiber laser frequency is transfered by an double-pass AOM and then

locked to the
∣∣2S1/2, F = 2

〉
→
∣∣2P3/2, F

′ = 3
〉

transition (508.848 094 THz). The

transfer AOM works at +139.9 MHz and thus the output light of our fiber laser

has a frequency of 508.848 234 THz. About 500 mW light is enough for our ex-

periments. A portion of this power passes a -80.7 MHz AOM twice which gives

a detuning of -21.5 MHz to the cycling transition. Another portion of the output

light is send to pass an AOM for four times and most of its power is used as the

repump light with a +391.4 MHz driving frequency. The optical pumping light is

got when this four-pass AOM works at 385.1 MHz. The imaging light works nearly

on-resonance with the cycling transition after a double-pass -69.9 MHz AOM.

2.2.6 FORT

Our FORT is composed of two crossed 1070 nm Gaussian beams at an angle of

61◦ in the horizontal plane, as shown in Fig. 2.12. The intensity distribution of a

Gaussian beam is expressed as

I(x, y, z) =
2P

πw(z)2
exp

[
− 2r2

w(z)2

]
, (2.19)

where r =
√
x2 + y2 is the radial distance from the central axis, z is the ax-

ial position starting from the beam focus, P is the laser power and w(z) is the

transverse size at z. The transverse size at the focus w(0) is denoted as w0

and referred to as the beam waist. The explicit expression for the beam size

is w(z) = w0

√
1 + ( zλ

πw2
0
)2. The Rayleigh range, zR =

πw2
0

λ
, represents the distance

where the transverse size is increased by a fact of
√

2.

With the limit of r � w0 and z � zR, the intensity can be approximated by

I(x, y, z) =
2P

πw4
0

(−2r2 − z2w
2
0

z2
R

+ w2
0). (2.20)



CHAPTER 2. EXPERIMENTAL SETUPS 33

Figure 2.11: Optical layout on the 23Na optical table. The working frequencies

for the labeled four AOMs are: 1. +139.9 MHz for the modulation transfer spec-

troscopy 2. -80.7 MHz for the cycling light 3. +391.4 MHz for the repump

light and +385.1 MHz for the optical pumping light 4. -69.9 MHz for the imag-

ing light.

The trap potential associated with this intensity distribution reads

U(x, y, z) = −3πc2Γ

2ω3
0

(
1

ω0 − ω
+

1

ω0 + ω
)

2P

πw4
0

(−2r2 − λ2

π2w2
0

z2 + w2
0). (2.21)

This is a harmonic potential which can be written as U(x, y, z) = 1
2
Mω2

xx
2 +

1
2
Mω2

yy
2+ 1

2
Mω2

zz
2 with the angular frequency ωi =

√
∂2
i U/M |x,y,z=0 for i = x, y, z.

Typically the radial confinement is much stronger than the axial confinement

(ωx,y � ωz) due to the fact that λ � ω0. The trap depth U0 is defined as

the minimum energy for a stationary particle to escape from the trap and here

U0 = 3πc2Γ
2ω3

0
( 1
ω0−ω + 1

ω0+ω
) 2P
πw2

0
.

FORT Parameter

With the configuration described above, we can calculate out the trap parameters,

namely the trap depth and the trap frequency, for atoms and molecules.
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Figure 2.12: Crossed FORT. Two 1070 nm Gaussian beams cross at an angle of

61◦ in the horizontal plane with their focuses coincided. The coordinate system is

also indicated with the origin at the beam focuses. See text for the calculation of

the trap potential.

The trap potential for either 23Na or 87Rb atoms can be expressed in the

following formula including the gravitational potential

U(x, y, z) = −3πc2Γ

2ω3
0

(
1

ω0 − ω
+

1

ω0 + ω
)[I1(x sin

θ

2
+ y cos

θ

2
, z, x cos

θ

2
− y sin

θ

2
)

+ I2(−x sin
θ

2
+ y cos

θ

2
, z, x cos

θ

2
+ y sin

θ

2
)] +Magz

≈ −3πc2Γ

2ω3
0

(
1

ω0 − ω
+

1

ω0 + ω
){ 2P1

πw4
1

[−2(x sin
θ

2
+ y cos

θ

2
)2 − 2z2

− λ2

π2w2
1

(x cos
θ

2
− y sin

θ

2
)2 + w2

1] +
2P2

πw4
2

[−2(−x sin
θ

2
+ y cos

θ

2
)2 − 2z2)

− λ2

π2w2
2

(x cos
θ

2
+ y sin

θ

2
)2 + w2

2]}+Magz,

(2.22)
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Figure 2.13: The gravitational effect on the FORT. We plot the trap potential along

the vertical axis for both species with and without the gravitational potential. The

presence of gravitation would cause a gravitational sag and lower the trap depth.

Comparing the potential between different species in our trap, we know that the

23Na atom have a smaller trap depth and a larger trap frequency thus a smaller

the gravitational sag.

here θ is the acute angle between two beams, Ma is the atomic mass, g is the

gravitational acceleration and the harmonic approximation is adapted. Based on

this expression we can get the trap frequencies ωi(i = x, y, z) by diagonalizing the

Hessian matrix of the potential U(x, y, z). Then the potential is rewritten as

U(x, y, z) = U0 +
1

2
Maω

2
xx

2 +
1

2
Maω

2
yy

2 +
1

2
Maω

2
zz

2 +Magz

= U0 −
Mag

2

2ω2
z

+
1

2
Maω

2
xx

2 +
1

2
Maω

2
yy

2 +
1

2
Maω

2
z(z +

g

ω2
z

)2,
(2.23)

with U0 = 3πc2Γ
2ω3

0
( 1
ω0−ω + 1

ω0+ω
)π

2
( P1

w2
1

+ P2

w2
2
). From the above equation, we can see

that the potential minimum is shifted vertically by g/ω2
z due to the gravitation

and this shift is called the gravitational sag. It also affects the trap depth in the

vertical direction, especially when the trap power is low. An example is given in
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Fig. 2.13 where the U(0, 0, z) versus z is plotted. From the figure, it is quite clear

that the trap depth is lowered due to the gravitation. Also we see that the trap

depth of 23Na atom is smaller than that of 87Rb atom in a 1070 nm trap. The ratio

of the trap frequencies for different species is given by

ωNai /ωRbi =

√√√√MRb

MNa

1
ω0Na−ω

+ 1
ω0Na+ω

1
ω0Rb−ω

+ 1
ω0Rb+ω

ω3
0Rb

ω3
0Na

ΓNa
ΓRb
≈ 1.13. (2.24)

Thus the larger trap frequency in the vertical direction would give rise to a smaller

gravitational sag for 23Na.

For the molecular states the calculation of the trap potential starting from

the molecular structures is too complex to be completed by ourselves. Our the-

oretical collaborators from France provide us the data of the polarizability α for

the Feshbach and ground molecular states of 23Na87Rb in the 1070 nm light. In

this case the potential can be calculated by U(x, y, z) = − 1
2ε0c

Re(α)[I1(x sin θ
2

+

y cos θ
2
, z, x cos θ

2
− y sin θ

2
) + I2(−x sin θ

2
+ y cos θ

2
, z, x cos θ

2
+ y sin θ

2
)] +Mmgz and

then we follow the same steps as that of atoms to get the trap depth and trap

frequencies.

2.3 Imaging System

The imaging system is important for almost all the quantum gas experiments. Any

reliable and necessary information is obtained by the optical imaging based on the

light-matter interaction. As already discussed in the previous section, a two-level

atom shed by a monochromatic light could undergo the absorption, emission and

phase shift, where the last one corresponds to the AC stark shift. By monitoring

the affected light field with a CMOS camera we could gain the information about

the atomic samples.

The fluorescence imaging, done by shining a near-resonance light and collect-

ing the spontaneously emitted photons, typically has a low signal-to-noise ration

(SNR) due to the fact that only a small portion of the isotropically distributed

photons reaches the detector (proportional to the solid angle expanded by the

imaging lens). The absorption imaging has a much larger SNR, recording the light

field after it passes the atomic cloud which is a effective record of all the scattered



CHAPTER 2. EXPERIMENTAL SETUPS 37

photons. However, this method is difficult to be applied for a very dense sample

where the complete absorption of the light would happen. To overcome this diffi-

culty the cloud is released from the trap and allowed to expand for certain times

to reduce the density to a acceptable level. This is called time-of-flight (TOF).

Both methods above are destructive of the samples because of the heating

caused by the photon recoils. Other methods, based on the phase shift with a far-

off-resonance light, affect the samples less and they are used to obtain the in-situ

images. The dark-ground or phase contrast imaging detect the interference of the

scattered light with the forward scattered light or unscattered light respectively.

However, both ones are not commonly used due to the much complexer setup

compared to the fluorescence and absorption imaging.

Following I will describe our imaging system in detail and discuss the diagnosis

of harmonically trapped Bose gases.

2.3.1 A Weakly Interacting Bose Gas in Harmonic Traps

The main purpose of imaging is to provide the density distribution of the atomic

gases, from which their properties are inferred. This is done by comparing the

detected density distributions with some theoretical models. I will present several

models for the Bose gases trapped in harmonic traps in this subsection.

Thermal or Near Degenerate Gases

For a weakly interacting thermal or near degenerate gas, the interaction can be

neglect if the diluteness na3 � 1 is satisfied, where n is the average density and a

is the s-wave scattering length. So let us consider a ideal gas with temperature T

higher than the Bose-Einstein condensation transition temperature Tc confined in

a harmonic trap with a trap potential

V (r) =
1

2
Mω2

xx
2 +

1

2
Mω2

yy
2 +

1

2
Mω2

zz
2. (2.25)

In the limit kbT � h̄ωx,y,z we can use the semi-classical approximation to deduce

the density distribution [145]

n(r) =
1

(2πh̄)3

∫
dpfBE(ε)

=
1

(2πh̄)3

∫
dp

1

e(ε−µ)/kbT − 1
,

(2.26)
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where fBE(ε) is the Bose-Einstein distribution, µ is the chemical potential and

ε = p2/2M + V (r) is the single particle energy. By introducing the quantity

z(r) = e(µ−V (r))/kbT and substituting the energy expression we can rewrite the

density as

n(r) =
1

(2πh̄)3

∫ 2π

0

dφ

∫ π

0

sin(θ)dθ

∫ +∞

0

p2

z(r)−1ep2/2MkbT − 1
dp

=
2√
πλ3

T

∫ +∞

0

√
s

z(r)−1es − 1
ds

=
g3/2(z(r))

λ3
T

,

(2.27)

where λT =
√

2πh̄2

MkbT
is the thermal de Brogile wavelength and

gl(x) =
+∞∑
n=1

xn

nl

is called the Bose function. For V (r) = 0 the quantity z(r) reduces to the fugacity.

The chemical potential is determined by the total atom number

N =

∫
drn(r)

=
1

λ3
T

∫
g3/2(z(r))dr

=
1

λ3
T

+∞∑
n=1

z(0)n

n3/2

∫
e−nV (r)/kbTdr

= (
kbT

h̄ω̄
)3

+∞∑
n=1

z(0)n

n3

= (
kbT

h̄ω̄
)3g3(z(0))

(2.28)

with ω̄ = (ωxωyωz)
1/3. The Bose function accounts for the quantum effect in the

density distribution of a thermal Bose gas. If only the lowest order contribution is

kept we have z(0) = N( h̄ω̄
kbT

)3 and

n(r) = Nω̄3(
M

2πkbT
)3/2e−V (r)/kbT

= npeake
− x2

2σ2x
− y2

2σ2y
− z2

2σ2z ,

(2.29)

where σi =
√

kbT
Mω2

i
(i = x, y, z) and npeak = Nω̄3( M

2πkbT
)3/2 = N

(2π)3/2σxσyσz
. This is

a Gaussian distribution which coincides with the result of the classical Maxwell-

Boltzmann distribution. From the relation npeakλT = g3/2(eµ/kbT ) we know that the
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chemical potential is negative when the atom number is small or the temperature is

high, namely the phase-space-density (PSD) npeakλT � 1. If the PSD approaches

the order of 1, the chemical potential will approach zero which means we cannot

add extra atoms to the finite-momentum states. The zero chemical potential marks

the BEC transition point: npeakλT = g3/2(1) ≈ 2.612 or N( h̄ω̄
kbT

)3 = g3(1) ≈ 1.202.

So the critical temperature is Tc ≈ 0.94h̄ω̄N1/3/kb.

This semi-classical method can also be used to obtain the density distribution

of a thermal gas in a time-of-flight during which it is ballistically expanding. At

the expansion time t, the position r(t) of a particle with initial position r0 and

momentum p0 can be expressed as r(t) = r0 + p0t/M where the origin is set to

the center of mass. The density is given by

ntof(r, t) =
1

(2πh̄)3

∫
dr0dp0fBE(ε)δ(

p0t

M
− r + r0)

=
1

(2πh̄)3

∫
dr0

1

exp{[ p2
0

2M
+ V (r− p0t

M
)− µ]/kbT} − 1

=
1

(2πh̄)3

∫
dp0

1

y(r, t)−1 exp
[

1
2MkbT

∑
i(1 + ω2

i t
2)p2

0i

]
− 1

=
1

(2πh̄)3
(2MkbT )3/2

∏
i

(1 + ω2
i t

2)−1/2

∫
ds

1

y(r, t)−1es2 − 1

= (
1

πλ2
T

)3/2
∏
i

(1 + ω2
i t

2)−1/2

∫ 2π

0

dφ

∫ π

0

sin(θ)dθ

∫ ∞
0

√
s

2y(r, t)−1es − 1
ds

=
2√
πλ3

T

∏
i

(1 + ω2
i t

2)−1/2

∫ ∞
0

√
s

y(r, t)−1es − 1
ds

=
∏
i

(1 + ω2
i t

2)−1/2 g3/2(y(r, t))

λ3
T

(2.30)

with

y(r, t) = exp

[
(µ−

∑
i

1

2
M

ω2
i

1 + ω2
i t

2
i2)/kbT

]
(i = x, y, z).

For a long expansion time (t� 1/ωx,y,z) we have

ntof(r, t) =
g3/2(exp

[
(µ− Mr2

2t2
)/kbT

]
)

λ3
T

. (2.31)

Thus, the density distribution of a long expanded gas is isotropic and has the same

form as that of a trapped gas..
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Bose-Einstein Condensates

The above semi-classical method is inapplicable to a pure condensate where all

the particles occupy the lowest-energy state. Eugene P. Gross [146] and Lev P.

Pitaevskii [147] have independently derived a equation using the Hartree-Fock ap-

proximation and the pseudopotential interaction model to quantitatively describe

a weakly interacting BEC. This equation named after them is called G-P equation

and reads

ih̄
∂Ψ

∂t
= (− h̄2

2M
∇2 + V (r) + U0 |Ψ|2)Ψ, (2.32)

where Ψ = Ψ(r, t) is the macroscopic wavefunction of the condensate and U0 =
4πh̄2

M
a is the contact interaction. The three terms on the right-hand side of the

equation come from the kinetic energy, trap potential and the interaction energy

respectively. The wavefunction can be expressed as Ψ(r, t) =
√
n(r, t)eiφ(r,t) with

the condensate density n(r, t) and phase φ(r, t). The stationary states of this

equation Ψ(r, t) = ψ(r)e−iµt/h̄ is given by

µψ(r) = (− h̄2

2M
∇2 + V (r) + U0 |ψ(r)|2)ψ(r), (2.33)

here µ is the chemical potential. Supposing the spatial extent of the BEC is R, the

ground state can be obtained by balancing the competing energies: the kinetic,

trap and interaction energy scale as h̄2

2MR2 , 1
2
Mω̄2R2 and U0N/(

4
3
πR3) respectively.

For the ideal gas limit (|U0|n� h̄ω̄), the balancing of the kinetic and trap energy

gives the R on the order of aho =
√
h̄/Mω̄. The ground state wavefunction is

the well-known one of the harmonic oscillator ground state and the density has a

Gaussian distribution. For a attractive interaction case (g < 0), R tends to become

smaller and smaller to balance the interaction energy and kinetic energy as the

atom number is increased or the interaction becomes stronger. However, due to the

very narrow width of the momentum distribution of a BEC the spatial extent has

a minimum value according to the uncertainty principle and there exists a critical

value of gN where the BEC collapses [148–150]. On the other hand, BEC with

a repulsive interaction (g > 0) is always stable. The repulsive interaction makes

R larger than aho and there is a limit case where the kinetic energy is negligible

compared to the other two energies. This so-called Thomas-Fermi limit is valid

when Na
aho
� 1 and at this limit the stationary G-P equation becomes

µψ(r) = (V (r) + g |ψ(r)|2)ψ(r). (2.34)
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The density is obtained by

n(r) = |ψ(r)|2 = max{µ− V (r)

g
, 0} (2.35)

The total atom number N determines the chemical potential µ:

N =

∫
n(r)dr =

∫
V (r)≤µ

µ− V (r)

g
dr =

1

15
(
2µ

h̄ω̄
)5/2aho

a
. (2.36)

By solving this equation we obtain µ = 1
2
h̄ω̄(15Na

aho
)2/5 and the density can be

rewritten as

n(r) = max{npeak(1− x2

R2
x

− y2

R2
y

− z2

R2
z

), 0} (2.37)

where Ri =
√

2µ
Mω2

i
= aho

ω̄
ωi

(15Na
aho

)1/5(i = x, y, z) are the Thomas-Fermi radii and

npeak = µ/g = 15N
8πa3ho

(aho
Na

)3/5 = 15N
8πRxRyRz

is the peak density. This is a parabolic

profile with the zero-value boundary determined by the interaction energy and the

trap potential.

The free expansion of the condensate of a idea gas is same as that of a thermal

cloud, say becoming isotropic after a long expansion time. However, the expan-

sion is quite different in the Thomas-Fermi region where the nonlinear effect is

important. It has been shown that the parabolic profile is kept with a scaled radii

Ri(t): Ri(t) = bi(t)Ri(0). The time-dependent scaling factors satisfy the coupled

ordinary different equations:

b̈i −
ω2
i

bibxbybz
= 0. (2.38)

In between the near degenerate gas and the pure condensate is the partially

condensed gas where both are present. In equilibrium the thermal and condensed

part are respectively described by the semi-classical equations and the G-P equa-

tion. The density distribution is the sum of the thermal and condensed component

for a trapped or released gas reads

n(r) = nthe
− x2

2σ2x
− y2

2σ2y
− z2

2σ2z + max{nBEC(1− x2

R2
x

− y2

R2
y

− z2

R2
z

), 0}. (2.39)
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2.3.2 Imaging System Setup

Figure 2.14: Setup of the imaging system. The two probe beams are combined

using a PBS cube and then they pass a dichroic λ/4 wave plate before shining

the atoms. The imaging lenses are composed of two convex lenses with f=100 mm

and f=300 mm respectively. The atomic cloud is put at the front focus point of

the f=100 mm lens and the distance between the two lenses is 10 mm. The CMOS

sensor of our camera is at the back focus point of the second lens.

Due to the simplicity and high SNR with the absorption imaging, we have setup

such a system to simultaneously image 23Na and 87Rb atoms in our lab, which

is shown in Fig. 2.14. Using a PBS cube we combine the two probe lights with

orthogonal linear polarizations. Then they pass a dichroic λ/4 wave plate which

change both their polarizations to σ+. Two achromatic lenses with respective

100 mm and 300 mm focus lengths are placed outside the vacuum cell as the imag-

ing lenses. The atoms are located at the front focal point of the f=100 mm lens

while the CMOS sensor is placed at the back focal point of the f=300 mm lens.
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The distance between these two lenses is 10 mm. During the early time of my PhD

a frame-transfer camera (Apogee Alta U1) was used for imaging. However, it was

inefficient for a mixture setup as we were allowed to image only one atomic species

for each experimental shot due to the low data transfer rate. Soon after my join-

ing into the group it was replaced by a new one (PCO.Pixelfly USB) which has a

interline transfer architecture where each pixel contains both a photodiode and an

associated temporary storage region. This design enables the fast transfer of the

previous accumulated electrons from the photodiode to the storage region and a

second picture can be taken with only several microseconds delay. This new cam-

era helps us image the two species in one experimental run almost simultaneously

and makes the data-taking process much more efficient.

2.3.3 Absorption Imaging

The idea of the absorption imaging bases on the Beer’s law: The attenuation of

the intensity of a radiation by medium obeys the equation

dI

dx
= −n(x, y, z)a(ω, I)I, (2.40)

here n(x, y, z) is the local density of the medium, the radiation propagates along

x-direction and a(ω, I) is the single atom absorption coefficient. This yields I =

I−∞e
−a(ω,I)

∫ x
−∞ n(x,y,z)dx = I−∞e

−
∫ x
−∞OD(x,y,z)dx, where the optical density OD is

defined as

OD(x, y, z) = a(ω, I)n(x, y, z). (2.41)

The absorption coefficient a(ω, I) equals to (Pg − Pe)σ(ω) in a two-level model

and the expressions for Pi(i = e, g) and σ(ω) have been deduced in section 2.2.2.

Substitute these equations into above formula

OD(x, y, z) = n(x, y, z)
σ0

1 + 4∆2/Γ2 + I/Isat
. (2.42)

To calculate the distribution of the OD we have to know the intensity distribution

of the radiation before and after its interacting with the sample which can be
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recorded by our camera. So we have

ÕD(y, z) =

∫ +∞

−∞
OD(x, y, z)

= − ln

(
I+∞(y, z)

I−∞(y, z)

)
= ln

(
Ii(y, z)− Ib(y, z)
If (y, z)− Ib(y, z)

)
,

(2.43)

here Ii, If and Ib are the intensity distributions of the three pictures taken with

the presence of only probe light, both probe light and atoms and neither probe

light nor atoms. I+∞,−∞ = Ii,f − Ib, removing the background contribution. One

can immediately get the atomic density distribution in the y-z plane

ñ(y, z) =

∫ +∞

−∞
n(x, y, z)dx

=
ÕD(y, z)σ0

1 + 4∆2/Γ2 + I/Isat
.

(2.44)

In previous section we have derived the 3D density distribution for a thermal, par-

tially condensed and fully condensed gas. However, what we detect is the column

density which should be compared with the theoretical models with integrated

distribution along the probe direction, say x-direction here:

ñth(y, z) =

∫ ∞
−∞

N

(2π)3/2σxσyσz
e
− x2

2σ2x
− y2

2σ2y
− z2

2σ2z dx

=
N

2πσyσz
e
− y2

2σ2y
− z2

2σ2z

(2.45)

for a thermal gas,

ñBEC(y, z) =

∫ ∞
−∞

max{ 15N

8πRxRyRz

(1− x2

R2
x

−− y
2

R2
y

− z2

R2
z

, 0}dx

=
5N

2πRyRz

max{(1− y2

R2
y

− z2

R2
z

, 0}3/2

(2.46)

for a pure condensate and

ñpartial(y, z) =
Nth

2πσyσz
e
− y2

2σ2y
− z2

2σ2z +
5NBEC

2πRyRz

max{(1− y2

R2
y

− z2

R2
z

, 0}3/2 (2.47)

for a partially condensed gas.
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Figure 2.15: Examples of the absorption images. Three line ODs along the vertical

direction passing through the trap center versus the vertical coordinate are plotted

with the BEC fraction of 0%, 38% and 72%. The solid violet curves are fits with

a bimodal function and the BEC (thermal) parts are indicated with the dashed

green (red) curves. The inset in each plot is the density plot of the 2D distribution

of the OD.

Several examples are presented in Fig. 2.15. The insets show the density plots

of the column density where the difference of the distributions for a thermal and

condensed gas is already seen. To quantify them further, we fit all the images with

the distribution function of a partially condensed gas. The intersections along

the vertical direction (y axis here) of the images as well as the fitting results are

shown in the figure. Also the thermal and BEC parts determined from the fits are

indicated. We could see that the fits agree with the data very well in all the three

cases, which suggest that we can get reliable densities from our images.
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2.3.4 Measuring The Physical Quantities

Atom Number

The most important information we could get is the total atom number: N =

Nth + NBEC = 2πnth0σyσz + 2π
5
nBEC0RyRz. Of course the BEC fraction is also

got: fBEC = NBEC

N
× 100%. Here the real sizes of the cloud are determined by

the pixel size of the camera sensor (d0), the magnification factor of the imaging

system (Mag) and the binning of the image (bin). The real size unit is given by

d = d0
Mag
× bin, where d0=6.45 µm, Mag≈ 3.1 and bin= 2.

Temperature

The temperature of the system is measured by the relation between the size of the

thermal cloud and the expansion time, according to Eq. 2.31 which reads

σi(t) =

√
kbT

M
(t2 +

1

ω2
i

). (2.48)

By fitting the sizes at different expansion time with this equation we can get the

temperature of the gas and an example is shown in Fig. 2.16.

Atomic Density

For a thermal gas, we can reconstruct the density distribution from the total atom

number, the trap frequencies and the temperature according to eqn. (2.31). For a

BEC the density distribution is also accessable in the weak and Thomas-Fermi limit

with the atom number and trap frequencies via eqn. (2.39). The average density

can be obtained by the reconstructed density distribution 〈n〉 = 1
N

∫
n2(r)dr. So

the trap frequencies are important for the determination of the density which can

be calculated using the equations in section 2.2.6 or measured by the parametric

heating method [151].

Calibration of Atom Numbers

The above calculation of the atomic density (hence the atom number) is based on

some idea conditions like on-resonance, weak probe light intensity, perfect align-

ment of the light in terms of polarization and exact two-level atomic structure.
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Figure 2.16: An example for the temperature measurement. The black squares

and the red circles are corresponding to the atomic sizes along the horizontal and

vertical direction, respectively. Solid lines are fits to Eq. 2.48, from which the

temperature of the sample is determined to be 6.2 µK.

However imperfections are unavoidable in experiments, such as saturation effect of

the probe light, misaligned polarization and optical pumping effect. Taking these

into consideration by introducing an effective probe intensity [152,153] we obtain

the following equation:

dI

dx
= −nσ0

Ieff
1 + Ieff/Isat

= −nσ0
I/α

1 + I/(αIsat)
. (2.49)

Integrating this equation we have

α

∫
ln
Ii − Ib
If − Ib

dydz +

∫
Ii − If
Isat

dydz = σ0

∫
ñ(y, z)dydz = σ0N. (2.50)

The right-hand side of the above equation is a constant when we only change the

probe intensity. So if we plot the quantity B =
Ii−If
Isat

as a function of A = ln Ii−Ib
If−Ib

we expect a line with a slope of α. Based on this understanding, we implement

different probe intensities and get the correct factor α shown in Fig. 2.17 for 87Rb

with α = 2.0(2). This factor for 23Na is found to be equal to 1 in our system



CHAPTER 2. EXPERIMENTAL SETUPS 48

1 0 0 0 1 2 0 0 1 4 0 0 1 6 0 0
4 0 0

8 0 0

1 2 0 0

1 6 0 0
B  

A
Figure 2.17: Calibration for the 87Rb atom number. See text for the explanations

of A and B. The solid red line is a linear fit.

using the same method. The calibration of the atom number is important for us

especially in the spinor experiments where the spin-dependent mean-field energy

strongly depends on the atomic density, and hence the atom number.

2.4 DC Magnetic Fields and Electric Fields

Atoms and molecules can interact with DC external fields and their internal struc-

tures are perturbed by these fields. For DC electric fields they can only interact

with a neutral particle possessing a nonzero permanent dipole moment, namely

the ground-state 23Na87Rb polar molecule in our case. The external DC magnetic

fields interact with particles having nonzero magnetic dipole moments. Here I will

focus on the atoms in the magnetic fields and molecules in the electric fields for

this section. Both the theoretical treatments and the experimental implementa-

tions will be presented.
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2.4.1 DC Magnetic Fields

Figure 2.18: The configuration of our magnetic coils to generate various magnetic

field. Totally there are five pairs of coils around our vacuum cell. The innermost

one is an anti-Helmholtz to generate the gradient field, shown by the hollow yellow

cylinders. Next to them are the Feshbach coils used to provide the Feshbach

magnetic field (hollow brown cylinders). Another three pairs of rectangular coils

are positioned along the three cartesian axes to cancel the background field and

produce small magnetic fields from several milligauss to about 3 G.

As mentioned in section 2.2.1, the external magnetic fields would lift the degener-

acy of the hyperfine states which is termed Zeeman effect. This well-known effect

was first observed by the Dutch physicist Pieter Zeeman and named after him.

With several pairs of copper coils, we can generate various types of magnetic fields

to create the MOT and magnetic traps for atoms, induce Feshbach resonances

between atoms and tune the spin dynamics based on the Zeeman effect. The
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configuration of the coils is shown in Fig. 2.18, where the coordinate system is

consistent with that in Fig. 2.12. I would like to discuss these coils respectively in

following subsections. However, let me revisit the influences of magnetic fields on

the atomic structures first.

Hyperfine Structure of 23Na and 87Rb in a Static Magnetic Field
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Figure 2.19: 23Na and 87Rb 2S1/2 state hyperfine structure in a static magnetic

field
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I start with a consideration of the atomic hyperfine structure in a static magnetic

field. The Hamiltonian is written as

H = Hhf +HZ

= Hhf + µB(gJJ ·B + gII ·B),
(2.51)

where Hhf has the form as that in eqn. (2.1), µB is the Bohr magneton, gJ is the

fine Landé g-factor and gJ is the nucleus g-factor. The hyperfine state labeled by

F , quantum number of the total angular momentum of the atom, has a (2F + 1)-

fold degeneracy. When the magnetic field is turned on, this degeneracy is destroyed

and we can identify two limited cases where either the Zeeman interaction or the

hyperfine interaction can be treated as a perturbation. For the weak field limit

(gJµBB � A,Bhf ) F remains a good quantum number and the perturbation HZ

becomes

HZ = gFµBF ·B, (2.52)

here gF = gJ
F (F+1)−I(I+1)+J(J+1)

2F (F+1)
+ gI

F (F+1)+I(I+1)−J(J+1)
2F (F+1)

is the hyperfine g-factor.

The eigenstate is denoted by |F,mF 〉 where mF is the projection of F along B.

In the strong field limit (gIµBB � A,Bhf ), the good quantum numbers are mI

and mJ , the projection of I and J on the B, and the hyperfine interaction is the

perturbation term. In between these two limits, it is difficult to obtain the energy

levels and we need to numerically diagonalize the Hamiltonian H.

However, we can have a exception for a simple case in which J = 1/2. The

Bhf term of the hyperfine interaction vanishes in this case and the Hamiltonian

can be organized as

H = AI · J + µB(gJJ ·B + gII ·B)

= AI · J + µB(gJBIz + gIBJz)

=
A

2
(I+J− + I−J+) + AIzJz + µB(gJBIz + gIBJz),

(2.53)

where the static magnetic field B is along the z-axis with a magnitude B and I± =

Ix ± iIy and J± = Jx ± iJy are the ladder operators. With |1〉 = |mI ,±1/2〉 and

|2〉 = |mI ± 1,∓1/2〉 we can construct an eigenstate of H by doing the following
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algebra:

H(|1〉+ l± |2〉)

=
A

2

√
(I ∓mI)(I ±mI + 1) |2〉+ [AmJmI + µB(gJmJB + gImIB)] |1〉

+ l±{
A

2

√
(I ∓mI)(I ±mI + 1) |1〉+ [−AmJ(mI ± 1) + µB(−gJmJB + gI(mI ± 1)B)] |2〉}

= EmI±1/2(|1〉+ l± |2〉),

=⇒ EmI±1/2 = −1

4
A+ gI(mI ± 1/2)µBB ±

A(I + 1/2)

2

√
1 +

4(mI ± 1/2)

2I + 1
x+ x2.

(2.54)

Here x = µB(gJ−gI)B
A(I+1/2)

and the expression of the energy is called Breit-Rabi for-

mula [154] which is applicable to the 2S1/2 and 2P1/2 states of alkali atoms. The

energy shifts of the ground states of 23Na and 87Rb are shown in Fig. 2.19 where

the crossover from the weak field regime to the strong field regime is clearly demon-

strated.

Magnetic Gradient Fields in MOT and Magnetic Quadrupole Traps

In the weak field limit, the lowest order perturbation theory gives the energy shift

of |F,mF 〉 as

∆EF,mF = µBgFmFB. (2.55)

If a magnetic field gradient is applied, the atoms will experience a spatial-dependent

energy shift which has been used to cause the restorative imbalance of the scatter-

ing force in the MOT. However, this shift itself can provide a conservative force

which is also restorative for some atomic states:

F = −∇{∆EF,mF }

= −µBgFmF∇B(r)

= −µBgFmFB
′
z ẑ,

(2.56)

where B′z = ∂zB are the gradients along the z axis. If gFmFB
′
z > 0 atoms at the

state |F,mF 〉 will be trapped to the local minimum of the magnetic field in the

z-direction.

The axis of a pair of anti-Helmholtz coils (gradient coils in Fig. 2.18) is aligned

along the z-direction. With opposite direction currents, the magnetic field around

the center is approximated by B = B′(x
2
x̂ + y

2
x̂ − zẑ) with 0 ≤ B′ ≤218 G/cm.
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The potential created by this field configuration is written as

UQT (x, y, z) = µBgFmFB
′

√
x2

4
+
y2

4
+ z2. (2.57)

For the electronic ground states of both 23Na and 87Rb, g1 < 0 and g2 > 0, hence

the trappable states are |1,−1〉, |2, 1〉 and |2, 2〉. Since only the mixtures of 23Na

and 87Rb F = 1 states are stable enough for a long time (∼10 s) evaporation

cooling, we use |1,−1〉 state for both species in our experiments.

Feshbach Coils

Another pair of coils placed in the same horizontal plane with larger sizes is op-

erated with same direction currents and labeled with Feshbach coils in Fig. 2.18.

With its center coincided with that of the gradient coils, this pair generates a

uniform magnetic field up to 1000 G around the center. We use the Feshbach coils

to induce the interspecies Feshbach resonances between 23Na and 87Rb atoms. Es-

pecially, one of the s-wave resonances located at 347.7 G is selected to create the

Feshbach molecules.

Figure 2.20: Schematic for the control of the gradient and Feshbach coils

Both the gradient and Feshbach coils are constructed with hollow copper tubes

and driven by a common power supply (Delta Elektronika SM30-200) with a par-

allel relation, as illustrated in Fig. 2.20. The currents flowing the two pairs are

separately stabilized with two active control systems. In each system, we use a

Hall transducer (LEM IT200-S) to precisely sense the current and a MOSFET

(IXFN230N10) as the controller. As a result, we can have a relative stability of
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3×10−5 for the Feshbach fields. The stability of the gradient fields is not tested. A

more detailed description of the coil constructions, magnetic field modelings and

servo circuit as well as its performance can be found in the thesis of our senior

PhD Fudong Wang.

Shim Coils

As seen in Fig. 2.1 and Fig. 2.18, three mutually perpendicular pairs of rectangular

shape coils are winded at the edges of the mount of the gradient and Feshbach coils.

These pairs, called shim coils, are used to compensate the background magnetic

field and also provide a small uniform field. Two of them (y-shim and z-shim) are

driven by low ripple and noise DC power supplies (ISO-TECH IPS 303DD) and a

4A extremely low noise current controller (LDC240C) is used to drive the left one

(x-shim).
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Figure 2.21: Compensation of the background magnetic field with the shim coils

The compensation of the background magnetic field is important for the Sisy-

phus cooling, absorption imaging and spinor experiments. In a zero magnetic field,

the Sisyphus cooling bunches the atoms near the zero velocity region with a nar-

row distribution. However, a finite magnetic field would bunch the atoms around

a finite velocity determined by the Larmor frequency. Experimentally this gives

rise to a unwanted multimodal distribution of the atomic velocity [155]. Typically

we use a magnetic field smaller than 50 mG which is enough for the successful

operation of the Sisyphus cooling. For the absorption imaging we need a finite

magnetic field to determine the quantization axis. The alignment of the probe

light along this axis will be much easier if we have a good knowledge of the mag-

netic field. In the spinor experiment an crucial point is the light vector shift which

strongly depends on the magnetic field direction. Taking these into consideration,
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we employ a simple and effective method to compensate the background magnetic

filed. It is based on the fact that the three shim coils can independently control

the magnetic field along the three Cartesian axes. The magnitude of the field is

written in the form of

B =
√
B2
x +B2

y +B2
y

=
√

(axIx + bx)2 + (ayIy + by)2 + (azIz + bz)2,
(2.58)

where the field Bi is linearly determined by the current Ii with the slope ai and the

intercept bi for i = x, y and z. By tuning one of the currents while keeping the other

two constant and calibrating the magnetic field with the microwave transition of
87Rb, we can get a set of data (I, B2) and fit it with a parabolic function. The

vertex of the parabola gives us the compensation value of the selected current.

The results for all the three currents are shown in Fig. 2.21. Since the outputs of

either the power supplies or the current controller are linearly controlled using the

DC voltages that come from a digital-analog converter (DAC), we use the voltage

instead of current in the plot which is more convenient for us. With this method,

we can compensate the background DC magnetic field below 10 mG confirmed by

the microwave transition. We can also precisely create a magnetic field with a

magnitude up to 10 G in an arbitrary direction with these three shim coils.

2.4.2 DC Electric Fields

A DC electric field affects the electronic ground states of both 23Na and 87Rb

atoms little while it may strongly interact with the ground state polar molecules.

I will left the discussion of this point to chapter 3 and here I want to focus on the

setup and model of the electric fields.

Two parallel plate-electrodes have been installed outside our vacuum cell with

their normal axes along the vertical direction. They are made of conductive and

transparent ITO (Indium-Tin-Oxide) glasses. The transmissions of the 780 nm

and 589 nm lights are both around 80% for the normal incidences. Each plate is

a cylinder with a radius of 24 mm and a height of 1.1 mm. The distance between

the two plates is 5.37 cm and they are both very close to the glass cell (<1 mm).

They are held by two home-designed mounts which are adapted into the central

hole of the gradient coils.
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Typically we need an electric field up to 1 ∼2 kV/cm and this requires a volt-

age difference of 10 kV between the two plates from the roughest estimation. The

experience in JILA on 40K87Rb experiments [156] tells us that the balanced config-

uration of the voltage difference gives the smallest electric field gradient which is

unexpected for our purpose. To this end, we use two commercial high voltage am-

plifiers (AMT-5B20) with an output range of ±5 kV. These high-speed amplifiers

have a voltage slew rate of 170 V/µs in our setup.

The real electric fields experienced by the molecules are hard to measure and

we use theoretical values instead. Assuming a ±1 kV voltage applied on the two

plates respectively and including the presence of the glass cell, we can estimate

the electric field between the plates to be

E ≈ ∆V

5.37 cm + (εr − 1)× 2× 3 mm

≈ 0.264 kV/cm,

(2.59)

where εr is the relative permittivity of the Pyrex and the wall thickness of the cell

is 3 mm. However, this estimation is quite accurate when the electrodes is much

larger than the glass cell which is the case here. Also the influences of surrounding

metal components cannot be ignored. For a better knowledge of our electric fields,

we use the software platform COMSOL MULTIPHYSICS R© to model them based

on the finite element method. The simulating result to the above problem is

presented in Fig. 2.22, where the contour plot of the electric field distribution in

the horizontal plane containing the molecular cloud is shown. It gives a electric

field of 0.18 kV/cm at the molecular position which is well below the previous

estimation.
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Figure 2.22: Modeling of the electric field

Also this simulation is not accurate due to the uncertainties of the input pa-

rameters and important ones are the distance between plates (5%), the size of the

plates (2%), the thickness of the cell’s wall, the relative permittivity of the Pyrex

(10%), the positions of the gradient and Feshbach coils (5%) and the inner radius

of the gradient coils (5%). Here the uncertainties of the parameters are given in-

side the parentheses and combining all of them give rise to a overall uncertainty

of 10% for the electric field.
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2.5 Microwave and Radio-frequency Transitions

and Their Implementations

For the atomic ground states of 23Na and 87Rb, the transitions among the same

or different hyperfine manifolds correspond to radio-frequency (RF) or microwave

(MW) transitions respectively. Also the transition frequencies between adjacent

rotational states of our ground state molecules lie at the MW regime. Our group

employs the MW transitions of 87Rb 2S1/2 F = 1 ↔ F = 2 around 6.8 GHz to

do the evaporative cooling in the magnetic or hybrid trap, calibrate the uniform

magnetic field, manipulate the internal states for the study of F = 2 spinor gas and

control the heteronuclear spin dynamics. The same transitions of 23Na are rarely

used and the MW devices for driving transitions between molecular rotational

levels are in preparation in our lab. The RF transitions are useful in preparing

the mixtures with different state combinations to study the Feshbach spectroscopy

and produce the Feshbach molecules and also initializing the special superposition

states for coherent spin dynamics.

2.5.1 87Rb MW Device

A schematic of the setup of the MW device for 87Rb is shown in Fig. 2.23. A

MW signal coming from the signal generator (SG386) is sent into an amplifier

(ZVE-3W-183+) after passing a high-speed electronic switch (RFSP2TA0218G).

The gain of the amplifier is typically 35 dB with a maximum output power of 3 W.

The transmission loss of the system from the source to the input of the amplifier

is about 9 dB and we would have a saturated output for a source output power

>9 dBm. The amplified signal is transmitted to a pyramidal horn antenna (OLB-

112-10) whose output is guided to the atomic position. With this setup, we can

get Rabi-frequencies up to 2π×10 kHz for the 87Rb hyperfine transitions. As an

example, the on-resonance Rabi oscillation between |1, 1〉 and |2, 2〉 states at 1 G

magnetic field is also plotted in the lower right corner of Fig. 2.23.
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Figure 2.23: The simple schematic of the 87Rb MW device

2.5.2 Spin Rotations and RF Devices

Spin Rotations

At a small magnetic field B0 along z-direction, we can apply an oscillating trans-

verse magnetic field with a small amplitude to drive transitions between different

Zeeman sublevels among the same hyperfine manifold. The Hamiltonian can be

written as

H = H0 +HRF

≈ E0 + gFµBFzB0 +
g2
Fµ

2
BB

2
0

(2I + 1)A
F 2
z + gFµBFyb cos(ωt).

(2.60)

Here E0 is the a constant, Fi(i = x, y, z) are the spin-F cartesian operators, b is

the magnitude of the oscillating field and ω is its frequency. For F = 1, we use the

basis |1,m〉 = (1, 0, 0)T , (0, 1, 0)T and (0, 0, 1)T for m = 1, 0 and -1 respectively.
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Then the matrix representation of the three spin operators reads

Fx =
1√
2


0 1 0

1 0 1

0 1 0

 , Fy =
1√
2i


0 1 0

−1 0 1

0 −1 0

 , Fz =


1 0 0

0 0 0

0 0 −1

 . (2.61)

With p = gFµBB0/h̄ < 0, q = h̄p2

A(2I+1)
> 0 and Ω = gFµBb/2h̄, the Hamiltonian in

the matrix form is

H = h̄


p+ q −i

√
2Ω cos(ωt) 0

i
√

2Ω cos(ωt) 0 −i
√

2Ω cos(ωt)

0 i
√

2Ω cos(ωt) −p+ q



→ h̄


δ + q −i Ω√

2
0

i Ω√
2

0 −i Ω√
2

0 i Ω√
2
−δ + q

 ,

(2.62)

where δ = ω−|p|, the RWA is applied (|p|+ω � |δ|), and p(q) is often referred to

as the linear (quadratic) Zeeman energy. Starting from the initial state |1, 1〉 and

supposing the on-resonance (δ = 0) driving as well as negligible quadratic Zeeman

energy (Ω � |q|), the state at any time t is (cos2(tΩ/2), sin(tΩ)√
2
, sin2(tΩ/2))T . For

another initial state |1, 0〉 it is (− sin(tΩ)√
2
, cos(tΩ), sin(tΩ)√

2
)T .

Figure 2.24: Majorana representation of the spin rotation
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Figure 2.25: Population dynamics of the spin rotation

Here in both cases the spin state rotates periodically in the spin space with

a period 2π/Ω which is driven by the RF field. To illustrate it explicitly, in Fig.

2.24 we use the Majorana representation of a spin-F object where it is mapped

to a set of 2F points on an unit sphere. In F = 1 cases, two points are needed

and they oscillate with same frequency on the unit sphere. For the populations

of different sublevels they also oscillate periodically, but maybe with different

frequencies. This phenomenon is also termed Rabi oscillation which occurs in

a two-level system in the original sense. However, as |q| becomes non-negligible

the rotation of the two points have different frequencies and the state experiences

a very complex trajectory in the spin space. This can be seen from the beat signal

of the population dynamics, shown in Fig. 2.25.
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RF Devices

We use homemade small loop antennas with rectangular shapes to meet this pur-

pose where they are small in the sense that the wavelengths of the RF fields (λ) are

much larger than the characteristic sizes of the antennas (l). Since the radiation

resistance of a loop antenna is proportional to (l/λ)2 which is quite small in our

case, we can get the maximum radiation power by simply making the power stored

by the antenna largest. When there are no extra impedance matching components

the loop antenna together with the transmission lines behaves like a LC circuit for

RF frequencies >100 kHz. The typical output resistance of an amplifier is 50 Ω and

the impedance of an antenna is composed of a resistive one R and a reactive one

iωL with R its static resistance and L its inductance. However, it is very different

of the impedance matching at lower frequencies (<1 MHz) and higher frequencies

(>1 MHz) · · ·

2.6 Experimental Sequence and Its Control

With all of the previous sections I have introduced many essential equipments

working for producing ultracold mixtures of 23Na and 87Rb. A nature question is

that how they cooperate in a controlled manner to achieve our purpose. This is

realized thanks to the well-developed communication and information technologies.

In our lab, the on-off states of lasers, DC and AC external fields and CCD are

controlled using TTL gates (DIO64) and their parameters are fine tuned with the

DAC outputs (PCI 6713 & 6733). These TTLs and DACs are time-controlled

using the computer clock where the resolution of 1 µs is set by the update rate

of the DAC cards. A Labview program is utilized to set and change the time

sequence with a friendly interface. Also another independent VB.Net program is

developed to control the CCD, calculate the OD images and fit them with certain

distribution functions.

Our main experimental time sequence could be divided into three parts roughly

and next I would go through them one by one.
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2.6.1 MOT, Compressed MOT and Optical Molasses

Almost all the quantum gas experiments start with a MOT where millions or

billions high-temperature atoms are cooled and accumulated at the center of it.

For us we operate with a double-MOT using the LIAD technique and they are

spatially separated to avoid possible collision losses by pushing the 87Rb MOT

away from the 23Na one with the 87Rb probe light. After a loading time of about

29 s we turn off the UV light and the push beam. Then the atomic mixture is

compressed to a higher density with only a minute loss of the atom number but

a little increase of the temperature. This is called a compressed MOT which is

accomplished by increasing the cycling laser detuning and reducing the repump

power. Following a compression of about 20 ms the magnetic gradient field is

abruptly turned off and the cycling laser frequency is further detuned. In this

way the temperature of the sample is lowered by the Sisyphus cooling with about

6 msand now it is ready to be loaded into the hybrid trap.

2.6.2 Hybrid Trap

Optical Pumping and The Hybrid Trap Loading

Figure 2.26: The scheme of optical pumping to |1,−1〉 state
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After optically pumping the atoms to |1,−1〉 states of both species we load our

cold mixture into a hybrid trap composed of the quadrupole magnetic trap and a

single beam 1070 nm FORT. In Fig. 2.26 we show the scheme of optical pumping.

Just before the optical pumping the repump light is turned off and the cycling

light is tuned to on-resonance with 2S1/2 F = 2↔ 2P3/2 F
′ = 2 transition which

can act as a repump light for the optical pumping process. Then a σ− light near-

resonance with the transition 2S1/2 F = 1 ↔ 2P3/2 F
′ = 1 is applied where the

magnetic field is provided by the shim coils. Almost all the atoms accumulate on

the dark state |1,−1〉 within 500 µs. At this stage we can keep the atom number

and PSD from the molasses.

To capture the atoms with a minimum number and PSD loss we first turn

on the magnetic gradient to 85 G/cm within 10 ms and then linearly ramp it to

160 G/cm using 250 ms after a holding of 40 ms. After a delay of 200 ms the

power of the FORT laser is also linearly ramped to about 2.5 W with 300 ms. An

advantage of the hybrid trap over the pure quadrupole magnetic trap is that the

former can suppress the Majorana loss which is the major limit of the achievable

PSD in the later trap [157]. The spin-flip rate from the trappable state to non-

trappable states near the zero-point of the magnetic field is severely enhanced for a

cold or ultracold sample and thus both the lifetime and further cooling are limited.

Our hybrid trap solves this problem by horizontally shifting the magnetic gradient

center about 70µm away from the optical trap center in a direction perpendicular

to the probe light. Supposing the optical trap along the x-direction, its center is

the origin and the vertical axis is z, the resultant hybrid trap potential reads

Uhy(x, y, z)

= − U0

1 + x2/x2
R

exp

[
− 2(y2 + z2)

w2
0(1 + x2/x2

R)

]
+

1

2
µBB

′

√
(x− x0)2

4
+

(y − y0)2

4
+ z2 +Mgz,

(2.63)

where w0 =48µm, U0 = kb×96µK for 87Rb and kb×32µK for 23Na, xR =6.9 mm,

x0 =−36µm and y0 =60µm. For x� xR the optical potential is almost a constant

along the x-direction and the potential curve is solely determined by the magnetic

quadrupole trap. This point makes the efficient MW or RF evaporative cooling

possible. Numerical calculation helps us find the local minimums of the hybrid trap

potential and the potential curves along y-direction are plotted in Fig. 2.27 for both

species. Typically there are two local minimums present: one corresponds to the

optical potential and another is close to the magnetic trap center. When the atoms
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Figure 2.27: Trap potentials of hybrid trap with different magnetic gradient values

are loaded into the hybrid trap, we expect them to locate at the fist minimum to

avoid the Majorana loss and the distance between these two minimums is increased

when we ramp down the magnetic field gradient. The potential difference between

the two minimums is about kb×76 µK for 87Rb and kb×15µK for 23Na. Compared

to the temperature of the sample, these values suggest that the Majorana loss is

well suppressed for 87Rb while it is not for 23Na.

Evaporative and Sympathetic Cooling in The Hybrid Trap

For us we use the MW evaporative cooling for 87Rb in the hybrid trap. With a MW

field, the Doppler shift is negligible and the resonance condition is determined by

the local magnetic field where the |1,−1〉 atoms are transfered to the non-trappable

states |2,m〉 (m = 0,−1,−2). As already mentioned, only along the x-direction

the potential curve is severely affected by this MW field which is illustrated in
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Figure 2.28: MW evaporative cooling of 87Rb in the hybrid trap

Fig. 2.28. The MW frequency determines the resonant magnetic field, hence the

x-coordinate, and the nearby atoms is ejected from the trap. As we know the

high-velocity atoms would like to stay near the top of the potential curve, we

will selectively remove the high-velocity atoms from the trap if we swap the MW

frequency in a way that the corresponding resonance point is swept from the top

toward the bottom of the potential curve.

The 23Na atoms are sympathetically cooled through the thermalization pro-

cess with the cold 87Rb cloud. The sympathetic cooling efficiency depends on the

relative rate of the elastic and inelastic collisions. The elastic collision rate is deter-

mined by the elastic scattering cross section, the density overlap and the tempera-

ture of the gas which reads Γelastic = σelastic〈n〉
√

16kbT
µπ

. Here σelastic = 4πa2 for the

far-from-resonance scattering and µ is the reduced mass. The inelastic collisions

typically cause the trap losses and we have three kinds of inelastic collisions: 1)

Background collisions. It is unavoidable for the collisions between trapped atoms

and room temperature background atoms. This process limits the achievable life-

time for any traps. 2) Two-body dipolar relaxation. These collisions result from

the magnetic DDI or the spin-orbit coupling which transfers the orbital angular

momentum to the spin one and thus scatters the spin state into non-trappable spin

states. 3) Three-body recombination. When three atoms collide, it is possible that

two of them form a molecular state and the left atom helps conserve the energy
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and linear momentum. The released energy is converted into the kinetic energy

which is usually much larger than the trap depth, hence all the three atoms are lost

from the trap. The background collision rate is low if the UHV is well-maintained.

This is also true for the two-body process where both the magnetic DDI and spin-

orbit interaction are quite weak for 87Rb and 23Na. The three-body loss will be

a problem only when the density is high enough or the scattering length becomes

extraordinarily large. So the sympathetic cooling works efficiently between 87Rb

and 23Na in the usual case.

In our experiments, we start from 6794 MHz which corresponds to x =3.6 mm

and the sweeping slope of the frequency is optimized to achieve the highest cool-

ing efficiency. Down to 6832 MHz, where the Majorana loss becomes severe for
23Na, we ramp down the magnetic field gradient from 160 G/cm to 64 G/cm us-

ing 300 ms to push away the zero-point of the magnetic field. Finally we stop

at a frequency ranging from 6833.5 MHz to 6834 MHz and transfer the atoms to

the crossed FORT. With different ending frequencies we can control the relative

number of 23Na and 87Rb from 0 to ∞.

2.6.3 Crossed FORT

The crossed FORT is formed by slowly ramping up another 1070nm beam to 0.7 W

and simultaneously ramping down the magnetic field gradient to 6 G/cm at the

end of the MW evaporative cooling. The power of the initially present beam is

also ramped down to 0.7 W. After a holding of 10 ms the gradient is turned off

and a 2 G uniform magnetic field is turned on to align the spin. Actually the

atoms are evaporatively cooled during the loading of the crossed FORT where the

final power of the beams are optimized to achieve the highest PSD. The atoms are

further cooled by lowering the trap laser power. This is also called evaporative

cooling since the basic picture is the same as that of the MW one. The trap

potential has been derived in section 2.2.6 and it is shown there the trap depth

of 23Na is smaller than that of 87Rb. This results in the evaporative cooling of
23Na firstly and the sympathetic cooling of 87Rb by the 23Na gas. Since the 23Na

number is limited and we have tried to add another 660 nm beam to tune the

relative trap depth of them. This helps us improve the mixture number and the

detail could be found in our previous group member Jun Chen’s thesis [158]. Due
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to the fact that the alignment of this 660 nm beam changes frequently and most

of the time we are satisfied with the crossed 1070 nm trap, it is rarely used. After

the forced evaporative cooling in the crossed FORT we end up with an ultracold

mixture of 23Na and 87Rb and the total atom number is about 1.5 ∼ 2× 105 at a

temperature around 300 nK.

With this compact setup our lab has already achieved several scientific results

before I joined it: 1) The production of a double Bose-Einstein condensate with

tunable interspecies interactions [42]. 2) The Feshbach spectroscopy between 23Na

and 87Rb [159]. Based on these results, from next chapter I begin to present you

the new achievements I have contributed to.



Chapter 3

From Weakly Bound State to

Absolute Ground State

Heteronuclear diatomic molecules at their rovibrational ground states, the simplest

forms of the polar molecules, have attracted the most interests in the quantum gas

community. Although there are continuous efforts and significant progresses in the

direct cooling of various ground-state diatomic molecules [], the most successful

method to produce an ultracold sample is still associating the ultracold atoms into

weakly bound molecules followed by transferring these molecules into the ground

state via the STIRAP.

Our 23Na87Rb molecule, possessing a permanent dipole moment of 3.2 Debye

at its ground state, is an idea candidate for the realization of the DDI-dominated

system and chemically stable against the 23Na87Rb + 23Na87Rb to 23Na2 + 87Rb2

reaction where the energy barrier is about 47 cm−1 [160]. From the historical point

of view, the 23Na87Rb molecule was well-studied using the traditional spectroscopy

method [161–164]. The molecular structures of the first several electronic states

will be presented in section 3.1.

The first step toward the ground-state molecules is the association of free atoms

into bound states. This requires moderate couping between them and it is possi-

ble with the laser field or magnetic field which induce Feshbach resonances. Near

resonant lasers are need in the former case which would limit the lifetime of the

69
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ultracold sample and the achievable PSD is low. Our group utilizes an s-wave mag-

netic Feshbach resonance to realize the free to bound transition and the production

of the Feshbach molecules is going to be discussed in section 3.2.

The next step is to find a suitable intermediate state involved in the STIRAP.

This state is required to have strong enough coupling with both the Feshbach

molecular state and the ground state. Its hyperfine structures are need to be

well-resolved to achieve a high-efficiency population transfer. The lifetime of this

state is long enough to set acceptable requirements for the state couping and laser

coherence. For 23Na87Rb, the candidates are the states belong to the admixture of

A1Σ+ and b3Π or B1Π and c3Σ+ state. To locate the interested regions we have

performed spectroscopy study of the excited states around the proposed positions

in Ref. [162] for the former case and near the dissociation limits 23Na 32S1/2 + 87Rb

52P1/2 and 52P3/2 for the later. We successfully classified the long-range states just

below the 87Rb D2 line and a few more deeply bound states are considered to be

promising for the STIRAP. During our planning of this scheme, we surprisingly

identified a suitable pathway with the A1Σ+/b3Π admixture through which our

existing lasers work very well. In section 3.3 and 3.4 I will present you the details

of our spectroscopy studies.

The following section is devoted to the creation and characterization of the

ground-state molecules. The transfer process was well understood using a phe-

nomenological master equation. The ground-state hyperfine structure was fine

resolved and we confirmed the occupation of the pure lowest energy level. The

dipolar nature of our molecules was characterized by the stark spectroscopy where

we measured the stark shifts of the rovibrational ground state. The effective dipole

moment over 1 Debye, the largest value achieved with ultracold molecules, was in-

duced. The lifetime of the ground-state molecules was also studied and extensively

discussed.

At the end of this chapter, I would like to briefly summarize it and mention

the perspectives with our 23Na87Rb molecule.
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3.1 Structures of Diatomic Molecules: 23Na87Rb

as an Example

Diatomic molecules have much more complex internal structures than the atoms,

mainly resulting from the relative motion of the two nuclei as well as its interplay

with the electronic motion. It was proposed by Born and Oppenheimer [165] that

the motion of the nuclei and electrons can be separated in a molecule due to the

dramatic mass difference between them. In this so-called Born-Oppenheimer (BO)

approximation, we first fix the internuclear distance R and solve the electronic

Schrödinger equation: He(r; R)ψ(r; R) = Eeψ(r; R) where R is a parameter. By

varying R in very small steps and repeatedly solving the previous equation we

can construct the potential energy surface (PES) Ee(R). As long as the PES is

well isolated from others, we can solve the nuclei motion by treating Ee(R) as an

effective potential and thus the vibrational and rotational structures are obtained.

The BO PESs are represented by 2S+1ΛΩ where the meaning of the symbols will

be explained below.

5 1 0 1 5 2 0- 5

0

5

1 0

1 5

1 0 1 5 2 0 2 5 3 0 3 51 1 . 0

1 1 . 5

1 2 . 0

1 2 . 5

1 3 . 0
N a ( 3 S ) + R b ( 5 2 P 3 / 2 )

N a ( 3 S ) + R b ( 5 2 P 1 / 2 )
N a ( 3 S ) + R b ( 5 P )

 X 1 Σ +

 a 3 Σ +

 A 1 Σ +

 b 3 Π
 c 3 Σ +

 B 1 Π

 

 

En
erg

y (
10

3 cm
-1 )

I n t e r n u c l e a r  d i s t a n c e  ( a 0 )

N a ( 3 S ) + R b ( 5 S )

 2 ( 0 + )
 2 ( 0 - )
 2 ( 1 )
 3 ( 0 + )
 3 ( 0 - )
 3 ( 1 )
 1 ( 2 )
 4 ( 1 )

 

En
erg

y (
10

3 cm
-1 )

I n t e r n u c l e a r  d i s t a n c e ( a 0 )

Figure 3.1: The PESs of the lowest six electronic states of the 23Na87Rb molecule:

The BO PECs at small internuclear distance R and the long-rang spin-orbit po-

tential.

The BO approximation neglects the possible coupling between the electronic

and nuclear motions which breaks down in some cases. Including those coupling
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we are interested in how the angular momenta in a molecule are coupled which is

important for us to specify the transition selection rules. The angular momenta

considered are the total electronic orbital angular momentum L, the total elec-

tronic spin angular momentum S and the nuclear rotational angular momentum

N. In a diatomic molecule L processes very fast about the molecular axis and only

its project ML along this axis is well defined. The states with ±ML are degenerate

and we use Λ = |ML| to classify the energy levels. If Λ 6= 0, the total electronic

spin would interact with the magnetic field produced by the orbital motion of the

electrons which is called spin-orbit coupling. This causes S to process about the

molecular axis and its projection Σ. The resultant total electronic angular momen-

tum Je is obtained by adding L and S and its component along the molecular axis

Ω = |Λ + Σ|. The above problem was first systematically studied by Hund giving

rise to the five Hund’s coupling cases. Case (a): Both the electronic orbital and

spin angular momenta are strongly coupled to the molecular axis and the resul-

tant Ω couples with N to form the total angular momentum J. The good quantum

numbers are Λ, S,Σ, J and Ω. Case (b): The electronic spin is decoupled from

the molecular axis and Ω is not defined. This can happen when Λ = 0 or the

spin-orbit coupling is very weak. Then Λ is first coupled to N to form K which is

coupled to S to give J. The good quantum numbers are Λ, N, S and J . Case (c):

There are some cases where the spin-orbit coupling is stronger than the coupling

to the molecular axis and Λ and Σ are not well defined. L and S first couple to give

Je which processes about the molecular axis. Then Ω couples with N to form J.

In case (c) the good quantum numbers are Je,Ω and J . Case (d): The coupling

between L and N is the strongest one and the resultant K couples with S to give

J. The good quantum numbers are L,N,K, S and J . Case (e): The coupling of

L and S to the molecular axis is so weak that Je couples with N directly. The

resultant good quantum numbers are Je, N and J . Only the first three coupling

cases are important for us and the coupling in a diatomic molecule in certain elec-

tronic state may change with the internuclear distance R. For 23Na87Rb molecule,

the lowest six levels at a short internuclear distance belongs to Hund’s case (a) or

(b) and their long-range parts are corresponding to Hund’s case (b) or (c), which

are illustrated in Fig. 3.1. So PESs are labeled by 2S+1Λ
+/−
Ω for short-range states

while the long-range states are designated with n(Ω+/−). Here +/− represents the

reflection symmetry about a plane containing the molecular axis and n counts the

same Ω states beginning from the lowest one.
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The vibrational levels for a well-isolated electronic state form a regular progres-

sion that is represented by the anharmonic oscillator with the vibrational energy:

G(v) = ωe(v + 1/2)− ωexe(v + 1/2)2 + ωeye(v + 1/2)3 + · · · , (3.1)

where v is the vibrational quantum number beginning from the lowest vibrational

state with v = 0 and ωe � ωexe � ωeye � · · · are constants determined by the

PES. However, the regular progression of the vibrational states can be disturbed

by the presence of other neighboring electronic states locally via the spin-orbit

coupling. In this situation we must solve the problem including the off-diagonal

elements between the different electronic states. Apart from the vibrational mo-

tion, the rotational motion of the two nuclei would give us another energy scale in

the molecule dynamics. It could be approximately modeled as a rigid rotor as the

vibrational motion is much faster than the rotational one. Of course the rigorous

solution is also available with the rotational energy:

F (J) = BvJ(J + 1)−Dv[J(J + 1)]2 +Hv[J(J + 1)]3 + · · · , (3.2)

where J is the rotational quantum number and the coefficients Bv � Dv �
Hv � · · · depend on the vibrational quantum number v and the PES. Usually

these coefficients also form regular progressions in a well-isolated PES like Bv =

Be−αe(v+1/2)+γe(v+1/2)2 + · · · . These progressions becomes irregular as well

for mixed electronic states. Alternatively we can experimentally determine them

by analyzing the observed rotational spectrum.

Hyperfine interactions are also present in molecules and their structures would

be perturbed by the external magnetic fields as that for atomic ones. The hyperfine

structures result from the fact that the nuclei possess nonzero magnetic dipole and

electric quadrupole moments which can interact with the magnetic and electric

fields produced by the electrons. It is rather completed to fully understand the

hyperfine structures in a diatomic molecule and the situation becomes even more

difficult in a external magnetic field. So I will discuss some specific cases when we

need them.
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3.2 Creation of Feshbach Molecules

In this section I will present our work on the creation of the 23Na87Rb Feshbach

molecule and also its characterizations.

3.2.1 Feshbach Resonance

From the quantum mechanics textbook we know the scattering amplitude of lth

partial wave can be written as

fl(k) =
1

k cot δl − ik
, (3.3)

where k is determined by the scattering energy as E = h̄2k2

2M
and δl is the phase

shift. When a bound state energy comes close to and crosses the scattering energy

the phase shift crosses through π/2 and the scattering cross section rises through

its maximum value 4π/k2. Physically this means the scattered wave is retarded

by the bound state which has a finite lifetime. A Feshbach resonance refers to the

resonant scattering when the bound state is provided by another channel which is

called close channel. The scattering channel is designated as the entrance channel

or open channel which is labeled by the quantum numbers of the two colliding

atoms and their relative angular momentum. The phase shift picks up a resonant

part δres
l depending on the closed channel and its coupling to open channel, apart

from the background value δbg
l determined by the open channel. In the low-energy

limit (k → 0) only s-wave scattering contributes and the s-wave scattering length

will also pick up a resonance feature. Due to the different magnetic moments of the

scattering atoms and the bound states, the differential energies between the bound

states and the scattering state can be tuned with a magnetic field. There are cases

that those differential energies are tuned close to zero and Feshbach resonances

occur. The explicit form of the s-wave scattering length for a magnetic Feshbach

resonance is expressed as [?]

a = abg − abg
∆

B −B0

, (3.4)

where abg is the background scattering length related to the open channel, ∆ is

the resonance width and B0 is the resonance position. By tuning the magnetic

field we can continuously tune the scattering length from −∞ to +∞.
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The above picture is based on a two-channel model and in practice a multi-

channel model is need to determine the widths and positions of the different reso-

nances. By comparing the theoretical and experimental results we can refine the

PESs between the atoms and gain insights into the various spin couplings in a

molecule. For us, the knowledge of the collision properties between 23Na and 87Rb

atoms with different spin combinations is important for both the molecule and

spinor experiments. Our group has measured the Feshbach resonances between
23Na and 87Rb both at their F = 1 states with different combinations of sublevels

by monitoring the heating and loss of the atoms in the FORT. The experimental

details and theoretical modelings can be found in [159]. We also extend this work

to include more spin combinations and the data will be shown in the appendix.

3.2.2 Magneto-association

To specify the Feshbach resonances we have utilized to create the Feshbach molecules,

the open channel is labeled with |mNa,mRb〉 and the closed channel is labeled with

|η, v,mF , N,mN〉. Here we have assumed the s-wave scattering at their lowest hy-

perfine manifolds. The symbols η, v,mF , N and mN represent the electronic state,

the vibrational quantum number, the projection of the total angular momentum

ignoring the molecular rotation along the magnetic field, the rotational quantum

number and its projection respectively. Typically people classify the resonances

according to N where N = 0, 1, 2, · · · is termed s, p, d, · · · wave resonance. To

conserve the angular momentum we have mNa +mRb = mF +mN . The Feshbach

resonance we is located at 347.7 G with the open channel |1, 1〉 and closed channel

|a3Σ+, 21, 2, 0, 0〉. The width of this resonance is predicted to be 4.89 G using the

coupled channel calculation.

The association of the molecules can be understood from the dressed-state

picture of a two-channel model which is illustrated in Fig. 3.2a, where the energies

of the open channel (red dashed line), the closed channel (green dashed line) and

the dressed states(black curve) are shown. If we start at a magnetic field above the

resonance and adiabatically tune the magnetic field across the resonance we will

end up with the population transfer from the free atoms to bound molecules. The

ramping of the magnetic field in our experiments is presented in Fig. 3.2b. We

prepare a ultracold mixture of 23Na and 87Rb at B =360 G with a typical atomic
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Figure 3.2: Magneto-association of the Feshbach molecules. a, The dressed state

picture of the magneto-association. The dashed red (green) line is the bare energy

of the entrance (closed) channel and the solid curves are the energies of the dressed

states. b, Time sequence of the magneto-association. The red and blue curves

represent the bias field and the gradient field, respectively.

number of 7 × 104 for both species and a temperature of 400 nK. The calculated

peak density and PSD for 23Na (87Rb) are about 4× 1012cm−3 (3× 1013cm−3) and

1.0 (0.84) respectively. To perform the magnetic association, we firstly ramp down

the magnetic field near but still ∼0.4 G above the resonance and then across it

with a ramp speed of 5.2 G/ms. We stop at about 346.9 G and further decrease

the magnetic field to 335.7 G in 0.2 ms. Meanwhile, a magnetic field gradient pulse

is imposed immediately after the association and the pulse shape is also shown

in the figure with a duration of ∼2 ms and a maximum amplitude of 150 G/cm.

This gradient pulse is used to remove the remaining atoms while the Feshbach

molecules are little affected due to their near zero magnetic moments at the final

field. After this step the pure molecular samples are held in the trap for certain

times and then the magnetic field is ramped back crossing the resonance with a

speed of 3.9 G/ms to dissociate the molecules to atoms for detection. With these

procedures we can create about 1800 molecules, only 2.5% of the atomic number.

A detailed study suggests an atom-molecule conversion efficiency of more than

10% [166]. We believe that this discrepancy is due to the fast molecular loss

during the removing of the free atoms which will be illustrated later.
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3.2.3 Lifetime Measurement

A long-lived sample of the Feshbach molecules is needed for further investigations

like molecular spectroscopy and STIRAP. The most possible loss mechanism is

the two-body process: A Feshbach molecule relaxes into deeper bound vibrational

states via collisions with another particle (atom or molecule) and the released

energy ejects both particles from the trap. Due to the high density of the atomic

clouds, the molecule-atom collisional loss dominates when the atoms are present.

To clarify this point we have performed the lifetime measurements with the atoms

present or removed. For a direct comparison we fit both data points with an fist-
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Figure 3.3: The lifetime measurement of the Feshbach molecules.

order exponential decay, shown in Fig. 3.3. We get a lifetime of 1.3(1) ms with the

free atoms and 21(1) ms without the free atoms. The gradient pulse helps improve

the molecular lifetime by a factor of about 16. However, we estimate that 1 ms is

still needed for a complete spatial separation of the molecular and atomic clouds

which is long enough to account for the aforementioned discrepancy.

The lifetime of 21(1) ms for pure molecular samples is long enough for the

spectroscopic study and STIRAP. Our data in a pure molecular sample suggests a

one-body loss dominated process which may come from the one-photon excitation

of the molecules by our broadband trap light. Further increase of the lifetime can

be done by using a single-frequency trap and a lattice potential can even make the

lifetime only limited by the off-resonant scattering of the trap light.
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3.2.4 Binding Energy of The Feshbach Molecule

To further characterize the Feshbach molecule as well as the Feshbach resonance,

we have also measured the binding energy of the molecule using the oscillating

magnetic field method [167]. Pairs of free atoms decay into the bound molecular

state by stimulated emission with the help of the applied radio-frequency field when

its frequency matches the binding energy of the molecules. This field is delivered

by a small loop coil driven by a 1 W amplifier (ZHL-32A-S+) where it is coaxial

with the Feshbach coil. As such a coil has a rather narrow bandwidth it is difficult

to maintain a constant field strength when scanning the frequency. Instead we

sweep the magnetic field with a frequency-fixed RF field and the molecular state

will manifest itself as a narrow dip showing up in a wide background of the loss

spectrum. An example of 1 MHz is shown in Fig. 3.4 and the data points are fitted

with a Gaussian function for the background loss feature plus another Gaussian

function convolved with a Maxwell distribution of the atomic kinetic energy for

the narrow dip. The width and asymmetry of the dip is determined by the finite

temperature of the atomic clouds and the resonant magnetic field from the fit is

shifted from the maximum loss point.

Figure 3.4: The binding energy measurement of the Feshbach molecule by the

oscillating magnetic field method.

We systematically perform the measurements with the RF frequency varying

from 0.1 MHz to 3.5 MHz. Due to the reduce of the free-bound Frank-Condon

factor beyond 3.5 MHz, the coupling between atoms and molecules becomes so

weak that we cannot obtain any reliable data. The results are summarized in
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Figure 3.5: Binding energy versus the magnetic field. The solid red curve is a fit

to the square well model [].

Fig. 3.5 where the data is fitted with the square model developed by Lange et

al [168]. According to that model, the binding energy Eb = h̄k2

2m
is determined by

the magnetic moment difference δµ between the open and closed channel and the

Feshbach coupling strength Γ as

k =
1

abg − ā
+

Γ/2

ā(Eb + δµ(B −Bc))
, (3.5)

where abg = 66.77aB [159], ā is the mean scattering length calculated from the van

der Walls C6 coefficient by ā ≈ 0.478(2mC6/h̄
2)1/4 and Bc is the magnetic field

where the molecular state is degenerate with the open channel threshold. The solid

red curve in Fig. 3.5 is the fitting result with Γ, δµ and Bc as the free parameters.

The Feshbach resonance width ∆ and position B0 can be calculated from these

parameters by ∆ = 1
δµ

(abg−ā)2

abg ā
Γ
2

and B0 = Bc− abg
abg−ā

∆ and they are compared with

the coupled-channel calculation in Table 3.1. These two models are consistent on

the resonance position and they have different results for the width. Also I want to

mention that the binding energies given by the coupled channel calculation have

some disagreements with our measurement. We hope to resolve these problems by

adding more data points to the Feshbach spectroscopy to refine the models.
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B0(G) ∆(G) δµ(µB)

Square well 347.64(3) 5.20(0.27) 2.66(29)

Coupled channel 347.75 4.89 -

Table 3.1: Parameters obtained from the square well model fit of the binding

energy data.

3.2.5 Summary

In this section I have described the formation of Feshbach molecules by magneto-

association as well as the characterization of their lifetime and the binding energy.

We could produce a pure sample of ∼1800 molecules with a typical temperature

of 500 nK and we are ready for the next step toward the ground state molecules

with a lifetime of 21 ms in our current FORT. The work presented in this section

is part of the publication of Ref. [166] for which I am the fourth author. I have

contributed to the data acquisition and manuscript discussion for this paper.
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3.3 One-photon Spectroscopic Study of The Molec-

ular Excited States

Starting from the weakly bound Feshbach molecules we want to realize the popu-

lation transfer to the rovibrational ground state. With a binding energy of 21 MHz

at 335.7 G the Feshbach molecule is dominated by the closed channel which is of

spin-triplet and designated as |1〉. The rovibrational ground state is of spin-singlet

and labeled with |3〉. Since the electric dipole transition is semi-forbidden be-

tween triplet and single states, we need another intermediate state |2〉 which is

able to simultaneously couple with the Feshbach and rovibrational ground states.

(Even with a spin-singlet Feshbach dominated Feshbach state we still need an in-

termediate state for the quite poor Franck-Condon (FC) overlap.) So significant

singlet-triplet mixing is expected for |2〉 and strong enough couplings with both |1〉
and |3〉 are required. These three states form a Λ-type system which is illustrated

Figure 3.6: The Λ-type three-level system.

in Fig. 3.6, where h̄ωi are the energies for the state |i〉 (i =1, 2, 3), |1〉 and |2〉 are

coupled by the pump light L1 (the angular frequency ωp) with a Rabi frequency

Ωp and the dump transition between |2〉 and |3〉 are driven by the dump light

L2 (the angular frequency ωd) with a Rabi frequency Ωd. Apart from the above

requirements on |2〉 we also expect it to be well isolated from other states, namely

a large hyperfine splitting, and have a long lifetime. These two requirements will
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be discussed in detail in the next section.

In this section I would like to focus on the spectroscopic study of the excited

states of the 23Na87Rb molecule to locate a suitable intermediate state. Apart

from this purpose, the molecular structures themselves are also quite interesting

to be investigated with an ultracold sample of Feshbach molecules. It is easy

to get high-resolution spectra and here the bound-bound transitions are much

stronger than the free-bound transitions in the photoassociation spectra [169].

However, the study is performed at a relative high magnetic field (335.7 G) and

the molecular structures become much complexer due to the Zeeman effect. The

measurements are performed with a horizontally propagating light with tunable

linear polarizations which is exactly the laser L1 with a beam waist around 45µm.

Typically we impose a rectangular light pulse with a maximum power ranging from

1 µW to 20 mW and a pulse length of 1µs∼4 ms and the excited molecular states

will manifest as the loss of the Feshbach molecules. The laser frequency is measured

by a commercial wavelength meter (HighFinesse WS7) with an absolute accuracy

of 60 MHz. I want to list here several selection rules for the pump transition

|a3Σ+, J = 1, N = 0,M = 2〉 → |n(Ω′), J ′,M ′〉:

• ∆J = 0, ±1 : J ′ = 0, 1, 2;

• ∆M = 0, ±1 : M ′ = 1, 2, 3

M ′ = 2 for π polarized light

M ′ = 1, 3 for σ polarized light
;

• Parity consideration:

Hund’ s case (a): b3Π and B1Π J ′ = 0, 1, 2

Hund’ s case (b):

A1Σ J ′ = 1

c3Σ J ′ = 0, 1, 2;N ′ = 1, J ′ = 2;N ′ = 3

Hund’ s case (c):



Ω′ = 0+ J ′ = 1

Ω′ = 0− J ′ = 0, 2

Ω′ = 1 J ′ = 1, 2

Ω′ = 2 J ′ = 2

.

The first two rules are easy to understand for a electric dipole transition and the

third one is valid for approximately idea Hund’ s cases. Also the possible J ′ values

are based on the fact that we start with a positive parity state |1〉 and the electric

dipole couples states with different parities. So only excited states with negative

parities are addressed. For pure b3Π and B1Π states the rotational levels contain
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both positive and negative parity parts due to the degeneracy of ±Λ states. The

same argument is held for the Hund’ s case (c) with Ω′ 6= 0. For pure A1Σ and

c3Σ+ states the parity is determined only by the molecular rotation (−1)N
′
. For

Hund’ s case (c) with Ω′ = 0+ the electronic parity is positive. Only odd J ′ level

can have negative total parity, so only J ′ = 1 can be accessed. While for the 0−

state, the electronic parity is negative; thus both J ′ = 0 and 2 can be reached.

This section will be divided into three parts. The first part presents the search

for the states belonging to the b3Π1-B1Π-c3Σ+ admixture near the dissociation

asymptote 23Na (32S1/2)+87Rb (52P1/2). We have observed quite complicated

structures there and even the identification of different vibrational series is still

lacking. However, we have found several vibrational levels which are very promis-

ing for the STIRAP. To better understand the molecular structures we explored

the vibrational states just below the 87Rb D2 line where a simpler case is expected

and we have successfully identified five vibrational series. This is the second part.

The third part deals with the A1Σ+
Ω′-b

3ΠΩ′(Ω
′ = 0, 1) admixture where a suitable

intermediate state is located and finally used to conduct the STIRAP transfer.

Here I want to thank our theoretical collaborators (Theomol Group in CNRS)

for providing all the calculations of the transition energies, singlet (triplet) fractions

and transition dipole moments (TDMs).

3.3.1 Excited States Near The 87Rb D1 Line

The study of the excited states just below the 87Rb D1 line is stimulated by two

reasons. One is that singlet-triplet mixing has been observed in the traditional

spectroscopic investigations around this frequency region [163,164]. It was justified

that the strong perturbations of B1Π(v′ = 7 ∼ 30) states come from the c3Σ+ or

b3Π1 states through the spin-orbit interactions. However, significant broadening

of the states slightly above the 87Rb D1 line has been observed in [164] and we

also confirmed this phenomenon in our experiments. The other reason is related

to the FC principle where the coupling between two vibrational levels of different

electronic states is propotional to the vibrational wavefunctions overlap. For the

dump transition, supposing that the internuclear distance is unchanged during the

electronic transition it happens more likely when the equilibrium distance RX
e of

the ground state coincides with one of the classical turning points of the excited
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states. In the B1Π case it corresponds to the region close to the dissociation

asymptote 23Na 32S1/2+87Rb 52P1/2. In Fig. 3.7 I present the theoretical results

for the TDMs between the perturbed excited states and both the Feshbach and

rovibrational ground state, namely b3Π/a3Σ+(v = 22), c3Σ+/a3Σ+(v = 22) and

B1Π/X1Σ+(v′′ = 0). The inset shows you the single fractions of the excited states
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Figure 3.7: The transition dipole moments between the excited states below the

87Rb D1 line and both the Feshbach and rovibrational ground state.

and we can see that it is more likely to find a strongly perturbed state not far away

from the 87Rb D1 line (blue solid line in the figure). In the pump wavenumber

window [12 400 cm−1, 12 550 cm−1] we can have TDMs on the order of 0.1 eaB for

both pump and dump transitions. So the states inside this window may be ideal

for STIRAP.

To locate a suitable intermediate state in this frequency region as well as un-

derstand the molecular structures, we have scanned the L1 wavenumber from

12 579.1 cm−1 to 12 544 cm−1 with a step of 0.002 cm−1. We have also selectively

scanned the wavenumber around 12 523 cm−1, 12 498 cm−1 and 12 449 cm−1 where

we have greater possibilities to observe strong singlet-triplet mixing. The spectrum

is summarized in Fig. 3.8 and the 87Rb D1 line at 335.7 G is also indicated with

a green mark. For states dissociated to the 87Rb D1 line, it is more reasonable to

work with Hund’ s (c) case where they are labeled by n(Ω′). We have 2(0±) and

2(1) correlated to the 87Rb D1 line; 3(0±), 3(1), 4(1) and 1(2) correlated to 87Rb

D2 line are used for a consistent label. For the former three states, it is useful to
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analyze the vibrational series with the LeRoy-Bernstein (LB) formula [170,171]. It

expresses the binding energies Ev of a potential V (R) having an asymptotic form

as −Cn/Rn versus the vibrational quantum number v by

vD − v = (
Ev
En

)
n−2
2n with En = [

√
π

2µ

h̄(n− 2)

C
1/n
n

Γ(1 + 1
n
)

Γ(1
2

+ 1
n
)
]

2n
n−2 , (3.6)

where vD is the effective vibrational quantum number at dissociation and En is a

parameter determined by the reduced mass µ and the asymptotic form of V (R).

Here for van der Walls potentials with n = 6 the energy spacings between adjacent

vibrational states scale as E6(vD − v)3. However this analysis may not work well

here if many vibrational states are strongly perturbed by the other five vibrational

series and the spacings become irregular. We cannot classify all the observed levels

into different vibrational series of 100% confidence.
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Figure 3.8: The excited states near the Rb D1 line.

Although the assignment of the vibrational states is lacking, we can characterize

the pump TDMs and the lifetimes of the excited states. This is done based on a

master-equation treatment of a two-level system with a dissipative excited state

[172]. It is equivalent to the non-Hermitian Hamiltonian method [173] where an

imaginary part is added to the energy of |2〉 to account for the dissipative nature

of |2〉. Here we present the master-equation approach and the non-Hermitian

Hamiltonian method is used to illustrate the insight into the strong decay regime

in the next subsection. In the master equation, the Hamiltonian can be written

as

H = h̄

(
−∆ Ω

2
Ω
2

0

)
. (3.7)
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Here ∆ and Ω are the detuning and the Rabi frequency, respectively. The finite

lifetime of the excited state is taken into consideration by introducing a phe-

nomenological decay matrix [172]:

dρ

dt
= − i

h̄
[H, ρ]− 1

2
{Γ, ρ}, (3.8)

where Γ = diag(γ, 0) with the excited state natural width γ. With the initial state

occupying the ground state, we have ρ(0) =
(

0 0
0 1

)
. Solving the master equation

gives the time-dependent ρ22(t), namely the population of the ground state. We

fit the spectrum to this result using Ω,Γ and the line shape center as the free

parameters. Furthermore, this treatment is quite easy to be extended to cases

with n(n = 1, 2, 3, · · · ) excited states, where the corresponding Hamiltonian and

decay matrix read:

Hn = h̄



−∆n 0 · · · 0 Ωn
2

0 −∆n−1 · · · 0 Ωn−1

2
...

...
. . .

...
...

0 0 · · · −∆1
Ω1

2
Ωn
2

Ωn−1

2
· · · Ω1

2
0


,

Γn = diag(γn, γn−1, · · · , γ1, 0).

(3.9)

We have selectively done the calibration for several lines which are most likely

to fulfill our requirements. With the fitted Rabi frequency Ω, laser power P and

beam waist w0 we can obtain the TDM by the equation: TDM= h̄Ωw0

2

√
πcε0(1+e)

P
.

Here c is the light velocity, ε0 is the vacuum permittivity and e is a parameter

accounting for the laser polarization. (e = 0 (1) for π (σ) transitions.) The fitted

curves are shown in Fig. 3.9 and the obtained parameters are listed in Table 3.2.

For the n > 1 cases here, we have assumed the same nature linewidth which is

reasonable for resolvable substructures belonging to a same rotational level.

The typical lifetimes of the excited states are on the order of 30 ns. The fitted

pump TDMs are typically 3∼5 times smaller than the calculated values in Fig.

3.7, which don’t include the Hönl-London (HL) factor concerning the hyperfine

structure. We will present a detailed analysis of the 12449.1 level below. The

results suggest that the pump TDM is increasing as the state approaches the 87Rb

D1 line. However, we still focus on the more deeply bound states , namely the

12449.1 level, due to its expected much larger dump TDM. I would like to leave

the calibration of this value to next section. With a maximum laser power of
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Figure 3.9: Calibration of the pump transition dipole moments and the lifetimes

of the excited states for several lines slightly below the 87Rb D1 line.

30 mW and a beam waist of 45 µm, the maximum Rabi frequency available for the

strongest transition around 12 449.1 cm−1 is up to 2π×400 MHz.

In Fig. 3.10 we show all the observed lines near 12 449.1 cm−1 and we have

identified the J ′ = 1 and J ′ = 2 states. So we confirm that this state is mainly

of Ω′ = 1 character from the selection rules. The understanding of the hyperfine

structures is not thoroughly finished at this point and we still need both theoretical

and experimental efforts. Here I want to present our preliminary analysis based

on a asymptotic model described in Ref. [174]. Neglecting the interaction between



CHAPTER 3. FROMWEAKLY BOUND STATE TOABSOLUTE GROUND STATE 88

fc (cm−1) P τ (ns) TDM (eaB) fc (cm−1) P τ (ns) TDM (eaB)

12449.0986 π 24 0.004 12449.1330 π 22 0.006

12449.1004 σ 23 0.008 12449.1331 σ 22 0.013

12449.1018 σ 23 0.014 12449.1341 σ 22 0.011

12449.1171 σ 22 0.010 12499.2226 π 34 0.018

12449.1177 σ 22 0.005 12548.6562 σ 26 0.021

12449.1310 π 22 0.012 12548.7012 σ 33 0.048

12449.1320 π 22 0.010 - - - -

Table 3.2: Calibrated parameters for the excited states slightly below the 87Rb D1

line.

the molecular rotation and the nuclear spin, the Hamiltonian for the hyperfine

structure at a magnetic field can be written as

H/h̄ = Hhfs +HZ ,

Hhfs = (ANaINa + ARbIRb) ·Ω′ +KNaINa ·Σ,

HZ = −gNaMNaB − gRbMRbB − gJ ′MJ ′B.

(3.10)

Here ANa (ARb) term accounts for the coupling between the molecular axis and

the 23Na (87Rb) nuclear spin, KNa term is the atomic Fermi contact interaction

between the electronic wavefunction and the 23Na nuclear spin (It is negligible

for a P state atom.), and gNa, gRb and gJ terms are Zeeman energies of the Na

nuclear, Rb nuclear and electrons. From our theoretical collaborators the values

of ANa, ARb and KNa within the asymptotic model are estimated to be 13 MHz,

130 MHz and 399 MHz respectively. The Zeeman energy of the nuclear spin is on

the order of 0.5 MHz which is negligible here. With the π and σ polarized light,

we can access totally 18 basis states |MJ ′ ,MNa,MRb〉 starting from M = 2 for

the initial state: 9 M ′ = 1 states, 6 M ′ = 2 states and 3 M ′ = 3 states. In

principle, we can represent the Hamiltonian by a 18×18 matrix and diagonalizing

the matrix will give all the observable energy levels. Then we can adjust the
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Figure 3.10: The one-photon spectrum of the vibrational state near 12 449.1 cm−1.

interaction parameters to match the calculated levels to the observed spectra. In

this way we can interpret the observed loss features within the basis.

The coupled-channel calculation of the vibrational levels reveal that this level

is a strongly mixed state of b3Π, B1Π and c3Σ+ potentials and thus it cannot

be represented by any pure Hund’ s case (a) or (c). However, we can still write

down the Hamiltonian as that in Eq. 3.10 for the form of the Hamiltonian is the

same for the three BO states. Now the interaction parameters are mixed and we

cannot have any initial value for them. For example, the Zeeman energy param-

eter of the electrons for the J ′ = 1 level, g1B, is a mixing of these three values:

g1B(B1Π)=g1B(b3Π)=235 MHz and g1B(c3Σ+)=470 MHz at B =335.7 G. It is

similar for Σ: Σ(B1Π)=Σ(b3Π)=0 and Σ(c3Σ+)=1. We diagonalize the resultant

Hamiltonian and adjust the interaction parameters to match the eigenvalues to

the spectrum. With this step we can only figure out the component of c3Σ+ to

be around 58% to our best estimation, which is close to the value obtained from

the coupled-channel calculation. The detailed assignments would be presented in

the future publications of our group. For the J ′ = 2 level the Zeeman interaction

parameter will become smaller, roughly one half of that for the J ′ = 1 level. Al-

though five groups of substructures are expected, only three are observed maybe

due to the small TDMs. (Missing lines are MJ ′ = ±2 from our calculation.) We

can also obtain the rotational constant Bv from the data by the spacing between

different J ′ states: Bv = ∆E
2(2+1)−1(1+1)

= h×0.003 cm−1 where ∆E is the spacing
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between MJ ′ = 0 states.

With one of the lines near 12 449.1 cm−1 as the intermediate state, the dump

wavenumber is around 17 427 cm−1 (574 nm). The available laser in our lab for

this wavelength is the dye laser with a maximum output power of 600 mW and

a short-term linewidth <100 kHz. For our purpose, we need to reduce the this

value down to the order of 1 kHz by either the internal modulation, like inserting

a electric-optical modulator (EOM) into the laser cavity [175], or the external

modulation [176] and some special efforts are needed in all cases.

3.3.2 Excited States Near The 87Rb D2 Line

As the understanding of the spectrum just below the 87Rb D1 line is difficult due

to the strong perturbation among various states, the excited states just below

the 87Rb D2 line are free of perturbations and the study of them may help us

partially solve the previous difficulty. Besides this purpose, it is also important

for understanding fundamental molecular dynamics at the long-range parts of the

potential which are not covered well by the conventional molecular spectroscopy.

We obtain the spectrum by tuning the spectroscopic laser from 12816.5 to

12 806 cm−1 with typical steps of 50 MHz. We would present our results detuned

to the 87Rb D2 transition, namely the transition from the ground-state hyperfine

asymptote 23Na(32S1/2, |F = 1,mF = 1〉)+ 87Rb(52S1/2, |F = 1,mF = 1〉) to the

center of gravity of the 23Na(32S1/2)+87Rb(52P3/2) asymptote. After taking the

Zeeman shifts at 335.7 G into account, the excited-state asymptotic limit is taken as

12 816.724 cm−1. The small binding energy of the Feshbach molecules is neglected.

In Fig. 3.11 we show the whole spectrum near the 23Na(32S1/2)+87Rb(52P3/2)

asymptote. Levels with detuning less than −1.2 cm−1 are not resolved, prob-

ably due to the very dense and strong resonances near this region, as well as

predissociation-induced broadening which we will discuss below. At a first glance

the spectrum seems rather complex and similar to that below 87Rb D1 line, reflect-

ing the fact that there are five attractive long-range potentials, 3(0+), 3(0−), 3(1), 4(1)

and 1(2), associated with this asymptote. Here we are using the Hund’s case (c)

notation, already discussed in previous section.

Scrutinizing the line shape patterns and level spacings, we have picked out

four vibrational series from the spectrum and listed them in Table 3.3. One key to
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Figure 3.11: The excited states near the Rb D2 line. Four vibrational series are

distinguished from each other by their very different line shapes and distributions.

Each series contains five to six levels. Our assignments are depicted by four sets of

vertically displaced solid bars. The bottom dashed line correlates with both 3(1)

and 3(0−).

achieve sensible assignments is the well resolved hyperfine and Zeeman structures

for Ω′ > 0 states. As shown in Figs. 3.12 (a) and 3.12b, vibrational levels in two of

the identified series have sharp substructures. To tell which state they belong to,

we compare our spectrum to calculated vibrational levels based on the Rydberg-

Klein-Rees (RKR) potential of the B1Π state given in [164]. The 4(1) state is

correlated to the B1Π state at long range. Good matching to the series including

the level in Fig. 3.12a is found by an overall −0.15 cm−1 shift of the calculated

vibrational levels. This series is thus assigned to the 4(1) state.

Another key for the assignment is the predissociation caused by coupling with

long-range states correlated to the lower 23Na(32S1/2)+87Rb(52P1/2) asymptote. A

similar mechanism, which typically results in significant linewidth broadening, has

been observed in several other alkali dimers [177]. It affects the 3(0+), 3(0−) and

3(1) states, as can be seen from the long-range potential in the right column of Fig.

3.1. The 4(1) and 1(2) states, on the other hand, are free from predissociation.

Thus the vibrational series including the level in Fig. 3.12b can only come from

the 1(2) state, as the well resolved substructures with sharp peaks indicate no sign

of predissociation. Detailed assignment of these substructures is still lacking at

this point.
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Table 3.3: Summary of the observed long-range vibrational levels near the

23Na(32S1/2)+87Rb(52P3/2) asymptote. The v index is deduced from a LeRoy-

Bernstein fit (see text). Note that v = −1 represents the highest vibrational level.

The linewidths of levels with predissociation are also listed.

State Ev (cm−1) v Linewidth (GHz) State Ev (cm−1) v Linewidth (GHz)

4(1)

12814.3843 -6 -

3(1,0−)

12814.9872 -6 9.4

12812.7455 -7 - 12813.8007 -7 8

12810.5167 -8 - 12812.0585 -8 10

12807.5884 -9 - 12809.8893 -9 10

12803.8984 -10 - 12807.194 -10 -

1(2)

12815.3403 -5 -

3(0+)

12815.5017 -5 3

12814.2063 -6 - 12814.4814 -6 3.4

12812.4381 -7 - 12813.0347 -7 1.8

12810.0764 -8 - 12811.0757 -8 1.7

12806.8752 -9 - 12808.5312 -9 1

12802.8207 -10 - 12805.3087 -10 1.9
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Figure 3.12: High resolution spectrum of different states below 87Rb D2 line. (a),

(b), (c) and (d) are typical line shapes of 4(1), 1(2), 3(1,0−) and 3(0+) states,

respectively. The sharp structures in 4(1) and 1(2) levels are from hyperfine and

Zeeman interactions. The very broad linewidths in 3(1,0−) and 3(0+) levels are

due to fast predissociation. See text for details.

According the selection rules listed at the beginning of this chapter, for 3(1)

and 4(1) states we can access J ′ = 1 and 2, while for the 1(2) state, only J ′ = 2

is possible. For the 0+ state, only J ′ = 1 can be accessed. While for the 0−

state both J ′ = 0 and 2 can be reached. The predissociation observed in the

other three states, however, obscures all rotational structures. We could treat the

excitation to these vibrational levels as two-level problems with strongly dissipative

excited states. We have mentioned in previous subsection that the non-Hermitian

Hamiltonian method could give a simple understanding of the observed line shapes
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where the Hamiltonian reads

H = h̄

(
−∆− iΓ/2 Ω

2
Ω
2

0

)
. (3.11)

In the limit of Γ � Ω, the excited state is well-isolated from the ground state

and the excitation probability reduces as Γ is increased. The loss line shapes in

Figs. 3.12 (c) and 3.12 (d) have large widths but small depths which indicate

strongly dissipative excited states. We can fit the line shapes to the solution of

the Schrödinger equation and extract Γ. As can be seen in Table 3.3, for the series

including Fig. 3.12 (c), the extracted linewidths are on the order of 10 GHz, while

the other series have typical linewidths of 1 to 3 GHz. Typical rotational spacings

for these near dissociation levels are estimated to be about 1 GHz, comparable or

smaller than the observed linewidths. All of these values are much larger than the

radiative lifetime limited linewidths, which are on the order of several MHz. We

have verified experimentally that the contribution from the power broadening is

negligible. We note that even for the 4(1) state without predissociation, rotational

levels are still hard to identify due to the comparable splittings from hyperfine and

Zeeman interactions.

To make the final assignment we resort to the detailed study of the predissoci-

ation processes. The 3(0+) state results from the spin-orbit coupling between the

A1Σ+ and the b3Π states with a crossing at internuclear distance of about 7.7 a0.

The 3(0−) and the main characters of the 3(1) states are from the spin-orbit cou-

pling between the c3Σ+ and the b3Π states with a crossing at around 11.8 a0. The

linewidth can be estimated with a Landau-Zener model which takes into account

the spin-orbit coupling strength between the adiabatic potential curves and the

difference between their slopes at their crossing point. With this model we ob-

tain linewidth upper bounds of 2π× 2.7, 9.4 and 12.3 GHz for the 3(0+), 3(1) and

3(0−) states, respectively. Thus most probably, the series including Fig. 3.12 (d)

is from the 3(0+) state. We attribute the series including Fig. 3.12 (c) to both 3(1)

and 3(0−), as those two states have very similar long-range dispersion coefficients

and are expected to have closely spaced vibrational levels. With the very large

predissociation linewidth, it becomes hard to resolve them individually.

With the assignment decided, the C6 coefficients can be obtained by fitting the

measured vibrational binding energies of each series to the LB formula described

in previous subsection. However, here we take vD to be a number between 1
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Figure 3.13: Plot of the the relative vibrational quantum number v vs. 1/3 power

of the vibrational binding energy Ev. The states in (a), (b), (c) and (d) are in the

same order as Fig. 3.12. The C6 coefficients can be obtained from the slopes of

the linear fits.

and 0 as the last bound level is designed as v = −1. Figure 3.13 shows the

fits of the E
1/3
v versus v for all the observed vibrational series. For each series,

the C6 coefficients are extracted from the fit and listed in Table 3.4, together

with the C6 values from two previous calculations [178, 179]. The C6 values of

columns (a) and (b) in Table 3.4 are deduced from the van der Waals coefficients

for Hund’s case (a) states calculated in Ref. [178] and [179], respectively, using

the analytical formulas of Ref. [180] which are exactly solvable with the exchange

energy neglected. The agreement between our results and the values deduced

from Ref. [178] is quite reasonable, with less than 10% discrepancies for most of
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Table 3.4: C6 coefficients from the LB fits and their comparison with several

theoretical works. (a) and (b) from Refs. [178] and [179], respectively, using the

analytical formula of Ref. [180]. (c) From Ref. [179].

States LB fit (a.u.) (a)(a.u.) (b)(a.u.) (c)(a.u.)

4(1) -8238 -7484.5 -9351 -9437

1(2) -7236 -7484.5 -9351 -9428

3(1) -14509 -14909 -17702 -18261

3(0−) -14509 -14909 -17702 -18276

3(0+) -12498 -14909 -17702 -18252

the states. The only exception is the 3(0+) state, which shows a 16% difference.

On the other hand, we observe a disagreement larger than 20% for most states

with the values analytically deduced from Ref. [179]. Such differences originate

in those observed in the Hund’s case (a) C6 values between Refs. [178] and [179],

related to the details of the computed atomic wave functions. For completeness,

we also display in column (c) of Table 3.4 the C6 values reported in Ref. [179],

where the authors fitted their numerical calculations.

The uncertainties of our results for the C6 coefficients can be discussed by

estimating the contribution of the next term in the multipolar expansion of the

long-range interaction energy, i.e., C8/R
8. At the internuclear distance of 30 a0

already reached by several of the observed vibrational levels, and using C8 values

from Ref. [178], this term amounts for a noticeable fraction of about 11% of the

van der Waals energy. However, a fit using an improved LB formula [181] including

both C6/R
6 and C8/R

8 contributions does not give satisfactory results as there are

too many free parameters compared to the number of observed lines. We believe

that scanning for deeper bound levels will not help to improve the results, as we

are already close to the internuclear distance where exchange potential and higher

order terms in the multipolar expansion should play a role. Thus we will have

uncertainties on our C6 values because we are at the limit of what we can do with
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the LB formula.

We also note that the LB formula should be applied to molecules in zero mag-

netic field only, while our spectra are taken at 335.7 G. The Zeeman and hyper-

fine interactions result in complicated structures corresponding to successive series

converging in principle toward different hyperfine Zeeman dissociation limits, such

that application of the LB formula, strictly speaking, is impossible. Here we de-

fine a center of gravity for each structured line assuming equal weighting of all

observed substructures, and the detuning (binding energy) corresponding to this

center of gravity is determined with respect to the single dissociation limit as de-

fined before. Although both the Zeeman shift and the overall substructure width

are much smaller than the vibrational level spaces, the C6 values extracted could

still be slightly distorted.

In short summary, we have investigated the near dissociation levels of the
23Na87Rb molecule correlated with the 23Na(32S1/2)+87Rb(52P3/2) asymptote and

observed the five long-range states with attractive potentials. We have extracted

the C6 coefficients with the LB model and found reasonable agreements with

previous theoretical calculations. The work presented here was published in [182]

and I was the first author.

3.3.3 Excited States of The A1Σ+-b3Π Admixture

For 23Na87Rb molecule, besides the b3Π1-B1Π-c3Σ+ admixture, strong mixing has

been reported between the A1Σ+ and the b3Π state near there crossing at a in-

ternuclear distance of about 7.7 a0. This is also from the spin-orbit coupling and

several lines have been proposed for the STIRAP in Ref. [162]. The authors there

also provided the deperturbated potentials and the spin-orbital interaction matrix

which we have adapted to calculate out all the mixed vibrational levels as well

as the TDMs. The TDM versus the pump wavenumber is plotted in Fig. 3.14.

The range of the vibrational levels, hence the pump wavenumber, we explore is

chosen such that both the pump and the dump TDMs are rather large and the

required lasers are easy to get. Among this range, namely from v′ = 53 to v′ = 79,

the calculation tells us that there are a few states where the pump and the dump

TDMs are on the order of 5× 10−3eaB and 0.5 eaB, respectively. These states ac-

tually are Ω′ = 0+ states where the hyperfine splittings are expected to be small.
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Figure 3.14: The transition dipole moments between the excited states of the

A1Σ+-b3Π admixture and both the Feshbach and rovibrational ground state.

Although Ω′ = 1 states may have resolvable hyperfine structures and comparable

pump TDMs, the dump TDMs are much smaller (on the order of 1 × 10−3eaB).

On the other hand, they are expected to have longer lifetimes due to the weak

coupling to the X state. So the goal is to find a Ω′ = 0 state with resolvable

hyperfine structures or a Ω′ = 1 state with a large enough dump TDM.

An overview scan of this range is presented in Fig. 3.15, where the blue and

red bars indicate the calculated Ω′ = 0 and Ω′ = 1 levels and the black curve is

the observed data. Totally we have recorded 16 vibrational levels and the overall

deviation between the observed and calculated results is about 0.04 cm−1. Among

them, there are eleven Ω′ = 0 states and five Ω′ = 1 states. In the later case, we

have observed both J ′ = 1 and J ′ = 2 levels and thus the rotational constants were

obtained. For the Ω′ = 0+ states only J ′ = 1 is observed except the one located

near 8300 cm−1. There we find two rotational structures separated by ∼0.5 cm−1.

This value is too large to be the spacing between J ′ = 1 and J ′ = 2 levels and

we suspect that the level with resolvable substructures is from a Ω′ = 0− state.

All of these results are summarized in Table 3.5. Here the pump wavenumber

is determined by assuming uniform weights for substructures of each rotational

level in case of lacking assignments of these substructures. So the obtained Bv′ for
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Figure 3.15: An overview scan of the A1Σ+-b3Π admixture with the pump

wavenumber from 7910 cm−1 to 8660 cm−1.

the Ω′ = 1 states are only accurate to second decimal places while the calculated

values are close to 0.065 cm−1.

As done for the b3Π-B1Π-c3Σ+ admixture, we calibrate the pump TDMs and

the excited states lifetimes for J ′ = 1 states of several vibrational levels. Although

Ω′ = 0 levels with small hyperfine splittings are not favorable for STIRAP, it is

convenient to use them to observe the ground state. We have chosen v′ = 59 near

8108.997 cm−1 to perform the two-photon spectrum to first precisely locate the

ground state. For the STIRAP, previously we hoped that one of the Ω′ = 1 levels

works and we have tried the v′ = 60 level near 8156.541 cm−1.
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Table 3.5: Summary for all the observed excited states of the A1Σ+-b3Π admixture.

Ω′ = 1 Ω′ = 0

v′ J ′ pump wavenumber (cm−1) Bv′ (cm−1) v′ J ′ pump wavenumber (cm−1)

53 1 7967.840 0.067 51 1 7912.254

2 7968.108 55 1 8012.716

57 1 8062.469 0.06475 58 1 8104.6515

2 8062.728 59 1 8108.997

60 1 8156.541 0.06475 61 1 8166.416

2 8156.800 62 1 8202.634

64 1 8250.052 0.06325 63 1 8228.923

2 8250.305 65 1 8285.496

67 1 8342.008 0.06375 66 1 8300.150

2 8342.263 ? ? 8300.650

72 1 8468.760

79 1 8653.989
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Figure 3.16: Calibration of the pump TDMs and the lifetimes of the excited states

for several lines belonging to A1Σ+-b3Π admixture: v′ = 59 and v′ = 60. Here

the line shapes taken with either σ polarized (solid orange circles) or π polarized

(open black circles) light are fitted with the loss model (see text).

(a) v’=59 of mainly Ω′ = 0+ char-
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fc (cm−1) polarization τ (ns) pump TDM (eaB)

v′ = 59

(Ω′ = 0+)

8108.9968 π 24 1.51× 10−3

8108.9971 π 135 3.7× 10−4

8108.9968 σ 22 1.65× 10−3

8108.9972 σ 58 1.59× 10−3

v′ = 60

(Ω′ = 1)

8156.5328 π 553 3.3× 10−4

8156.5330 σ 445 1.19× 10−3

8156.5414 π 398 1.57× 10−3

8156.5423 π 368 4.8× 10−4

8156.5426 σ 439 1.22× 10−3

Table 3.6: Calibrated parameters for v′ = 59 and v′ = 60 of the A1Σ+-b3Π admix-

ture.

The spectrum as well as the calibration curves of these two levels are shown

in Fig. 3.16 and the fitted parameters are listed in Table 3.6. In Fig. 3.16a, two

loss features are observed for the v′ = 59 state (mainly of Ω′ = 0+ character)

with either the π or the σ polarized pump light. We fit the line shapes with the

loss model of two excited states and assume different lifetimes for those two loss

features as we have observed different FWHMs. With the π (σ) polarization, the

spacing between two loss features is 8.86 MHz (11.04 MHz). The FWHMs obtained

from a Lorentzian fit are mainly contributed by the nature widths which are on

the order of several MHz. The pump TDMs from the fit are 1.51 × 10−3eaB and

3.7 × 10−4eaB for π polarization, and 1.65 × 10−3eaB and 1.59 × 10−3eaB for σ

polarization. The calculated value for the v′ = 59 state is about 2.8 × 10−3eaB

where the Hönl-London factor [183] is not included. Detailed study of the hyperfine

structures of the J ′ = 1 level, which are unresolvable here, may be necessary to

solve this discrepancy. Due to the unresolvable hyperfine structures, this level is
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not suitable for the STIRAP transfer.

- 4 0 0 - 2 0 0 0 2 0 0 4 0 0
E n e r g y  ( M H z )

Figure 3.17: Comparison between the modeled spectrum and the observed spec-

trum for the v′ = 60; J ′ = 1 state. Top panel: modeled result where green, black

and red lines represent M ′ = 1, 2 and 3 states. The length of the line is propor-

tional to the TDM including the HF factor. Bottom panel: experimental spectrum

where the black and orange lines label the loss features observed with π and σ po-

larization respectively. Also the length of the line is proportional to the measured

TDM except the two lines marked by the blue circles which are not calibrated.

For the J ′ = 1 rotational level of the v′ = 60 state (mainly of Ω′ = 1 character

from b3Π), we totally have observed seven confirmed loss features and another

uncertain one, as seen in Fig. 3.16b. Three of the confirmed features are from

the π polarized light and the other four are detected with the σ polarization.

Within the same polarization, the smallest spacing between the observed features

are about 20 MHz and the FWHMs are on the order of 0.5 MHz. From these we

are sure that we have well resolved the different hyperfine levels. We pick up five

stronger transitions to calibrate the pump TDMs and the lifetimes. The typical

value of the latter is around 400 ns, which are much longer than that of the v′ = 59

state. The calculated pump TDM for the J ′ = 1 level is 3.0 × 10−3eaB and the
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different between this value and our measurements can be accounted for by taking

the HL factors into consideration. Based on the Hamiltonian in Eq. 3.10 and the

fact that Σ = 0 and g1B=235 MHz for b3Π state, we can find a well agreement

between the model and the observation with ANa =15 MHz, ARb =80 MHz, as

shown in Fig. 3.17. Both the positions and the relative TDMs match with each

other very well. Also we can have confirmed the lines around −300 MHz suggested

by the model. Then the apparently the levels form three groups which correspond

to three magnetic sublevels of J ′ = 1: MJ ′ = 0,±1. We have done the same

analysis for the J ′ = 2 level while the results are not presented here.

Unfortunately, the coupling between the selected v′ = 60 state and the ground

state may be not strong enough and thus even the observation of the latter was

missing with this intermediate level. We also suspect that the dump TDMs with

other Ω′ = 1 states nearby may be on the same order as that of v′ = 60. This

can also be inferred from the coarse scan of the spectrum already seen in Fig.

3.15. So we begin to look at the various Ω′ = 0 states the coarse scan of which

is also included in Fig. 3.15. Accidentally, we have found that the v′ = 55 state,

of Ω′ = 0+ character from the calculation, displays resolvable hyperfine structures

as shown in Fig. 3.18a. Roughly three groups of substructures are observed and

our detailed scan reveals that the most left group with four loss features has the

largest spacings between them (> 60 MHz) while the FWHMs of the lines are on

the order of 1 MHz. We calibrate two features observed with different polarizations

and the fitted curves are shown in Fig. 3.18b. Not only the line shapes are fitted

to the model described in Eq. 3.7, but also the molecular number versus the pulse

length obtained when ∆ = 0 is included to give a more reliable estimation of the

lifetime. The pump TDMs and lifetimes are summarized in Table 3.7. Both these

two parameters are modest compared to those of v′ = 59 and v′ = 60.

fc (cm−1) polarization τ (ns) pump TDM (eaB)

8012.6967 π 235 7.3× 10−4

8012.6989 σ 218 5.4× 10−4

Table 3.7: Calibrated parameters for v′ = 55 of the A1Σ+-b3Π admixture.
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Figure 3.18: Excited states of v′ = 55. a, The one-photon spectrum recorded

with v′ = 55; J ′ = 1 level of Ω′ = 0 character which displays resolvable hyperfine

structures. The black and orange circles mark the strongest π and σ transitions,

respectively. b, The calibration of the strongest π and σ transitions.

(a) v′ = 55; J ′ = 1 of Ω′ = 1 character: resolvable hyperfine structures
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(b) Calibration of the strongest π and σ transitions respectively: black for π

and orange for σ.
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Such a large hyperfine splitting is abnormal according to the asymptotic model

[174] and the previous study of the 87Rb133Cs molecule [183]. We suspect that

it is due to an accidental resonance which occurs between the 0+ and some 0−

vibrational state. Actually in Rb2 it has been shown that the couping between

0+ and 0− state can result in unusually large hyperfine splittings []. Considering

the Ω′ = 0 states of main b3Π character in NaRb, pairs of 2(0±) vibrational states

are degenerate without the spin-orbital interactions. At the internuclear distance

we are interested in, the 2(0−) states are weakly perturbed by the coupling to

c3Σ+ potential and the vibrational progression is still regular. However, the 2(0+)

vibrational progression becomes irregular due to the strong spin-orbital coupling

between A1Σ+ and b3Π potential. We are still exploring this possibility both

theoretically and experimentally.

3.4 Two-photon Spectroscopic Study of The X1Σ+

state

Let us recall the three-level problem illustrated in Fig. 3.6. In the previous sec-

tion, we have studied the excited state |2〉 with one-photon spectra where ωp was

scanned. In this section, I would like to present our exploration of |3〉 with two-

photon spectra. We have located the v′′ = 0; J ′′ = 0, 2 levels of the X1Σ+ state as

well as the first excited vibrational level v′′ = 1; J ′′ = 0. The hyperfine structure of

the rovibrational ground state was also resolved. Based a phenomenological mas-

ter equation, we have calibrated the dump TDM by simulating the two-photon

line shape.

A non-Hermitian Hamiltonian [173] under the rotating wave approximation

reads

H = h̄


−iγ1/2

Ωp
2
eiωpt 0

Ωp
2
e−iωpt ω21 − iγ2/2

Ωd
2
e−iωdt

0 Ωd
2
eiωdt ω31 − iγ3/2

 . (3.12)

Here ωij = ωi−ωj is the energy spacing between |i〉 and |j〉 and γi is the decay rate

of |i〉 (i, j ∈ {1, 2, 3}). By doing a unitary transformation H → UHU † − ih̄U∂tU †
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with

U =


1 0 0

0 eiωpt/h̄ 0

0 0 e−i(ωd−ωp)t/h̄

 , (3.13)

the Hamiltonian is rewritten as

H̃ = h̄


−iγ1/2

Ωp
2

0
Ωp
2

−∆− iγ2/2
Ωd
2

0 Ωd
2

δ − iγ3/2

 . (3.14)

We have defined the two-photon detuning as δ ≡ (ωd − ωp) + ω31 and the one-

photon detuning as ∆ ≡ ωp − ω21. In the master equation, we would also take

the finite laser coherence into consideration. Since the two-photon transition is

insensitive to the one-photon detuning, we only include the relative linewidth of

the two Raman lasers which affects the two-photon detuning. The equation reads

dρ

dt
= − i

h̄
(Hρ− ρH†) +

η

2
(2s33ρs

†
33 − ρs

†
33s33 − s†33s33ρ), (3.15)

where the relative linewidth η is included in the Lindblad form with s33 = diag(0, 0, 1).

In our two-photon spectroscopic study here, we always kept the L1 on-resonance

(∆ = 0) and scanned the L2 frequency, hence the two-photon detuning δ. The

typical pulse shapes are shown in Fig. 3.19. Two rectangular pulses of L1 and L2

are imposed to the Feshbach molecules where the pump pulse is contained in the

dump pulse. The location of |3〉 manifests itself as the recovery of the molecular

number. There are two different situations for the two-photon spectra depending

on the laser conditions of L2. In the first case, only L1 is locked to the ULE cavity

and Ωd � Ωp. From the well-known dressed-state picture of a two-level system,

we can intuitively think that the pump transition is off-resonance due to the AC

stark shift caused by the strong dump light. Here L1 and L2 are completely uncor-

related and the relative linewidth is the sum of the quadratic individual linewidth.

In the second case, the two lasers are locked to the ULE cavity simultaneously.

The recovery of the molecular number is related to the dark resonance of the three-

level system in this situation and the relative linewidth can be estimated from the

locking properties. We would revisit this point in next section. Then I want to

briefly mention the selection rules for the two-photon transition:

• ∆J = 0, ±1,±2 : J ′′ = 0, 1, 2, 3
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• ∆M = 0, ±1,±2 : M ′′ = 0, 1, 2, 3

• Parity consideration: only even J ′′ are accessible.

So we can only access the J ′′ = 0 and 2 levels starting from our initial Feshbach

state with J = 1.

Figure 3.19: The typical pulse shape for the two-photon spectra: A rectangular L2

pulse with a height of Ωd is imposed and a similar L1 pulse with Ωp is contained

in the L2 pulse.

3.4.1 Locating Different Rovibrational Levels of X State

Although the first signal of the rovibrational ground state were seen with v′ =

59; J ′ = 1 of the A1Σ+-b3Π admixture, here I present the location of different

vibrational levels of X1Σ+ utilizing the excited state with a pump wavenumber of

12 449.1018 cm−1. The pump transition here is a σ transition with a pulse length of

10 µs and 2π×0.49 MHz Rabi frequency. The pump laser L1 was the free-running

dye laser for this measurement. So the relative linewidth is mainly determined by

the linewidth of the dye laser on the order of 100 kHz while the pump laser has a

linewidth of a few kHz to our best estimation. On the other hand, the lifetimes of

the Feshbach molecules and the ground-state molecules are both on the order of

tens of milliseconds which is negligible compared to the pulse lengths.

The two-photon spectrum data is shown in Fig. 3.20a where the solid orange

lines are fits with Gaussian to extract the center and hence the location of |3〉.
The orange color here indicates that the dump transition is of σ type. The spacing

between v′′ = 0 and v′′ = 1 is 105.833(3) cm−1 and the uncertainty comes from
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the absolute accuracy of our wavelength meter. This number is quite close to

the value 105.839 cm−1 calculated from the experimental potential in Ref. [161].

Using parameters, ∆ = 0, γ1 = γ3 = 0, Ωp = 2π×0.49 MHz, γ2 = 2π×6.92 MHz

and η = 2π×0.1 MHz, we can roughly estimate the dump TDM to be 0.03 eaB and

0.074 eaB for the v′′ = 0 and 1 respectively.

Different vibrational levels of the X1Σ+ state are promising to study the ul-

tracold collisions of chemically stable UPMs as well as chemically unstable ones

within the same setup. As mentioned at the beginning of this chapter, the rovi-

brational ground state of our 23Na87Rb molecule is stable against the chemical

reactions. At the same time, it is already reactive at its first vibrational excited

state (v′′ = 1) from the comparison between the measured vibrational spacing and

the calculated 47 cm−1 energy barrier for the chemical reaction.

Besides the control of the vibrational quantum number, we can also choose

different rotational levels to be reached by the two-photon process. Here with

the v′ = 55 state of the A1Σ+-b3Π admixture, we have precisely determined the

positions of J ′′ = 0 and 2 rotational states of the lowest vibrational level using

the two locked Raman lasers. The pump transition is the π transition listed in

Table 3.7. The spectrum is shown in Fig. 3.20b where the solid lines have the

same meaning as those in (a). The spacing between these two observed rotational

levels is 12.5366(7) GHz. Recall that the rotational energy of a diatomic molecule

can be expressed as h̄BvJ(J + 1) for the small rotational quantum number J

and Bv is the rotational constant. So the energy spacing between J ′′ = 0 and

J ′′ = 2 is 6h̄Bv and thus Bv = 2π×2.0894(1) GHz. Here the uncertainty is mainly

from the fitting error of the line center. This value also agrees very well with

the calculated one, 2π×2.0897 GHz, based on the potential in Ref. [161]. Another

important spectroscopic constant we can directly get is the dissociation energy of

the v′′ = 0; J ′′ = 0 level which is just the energy difference between the pump

and dump transitions: DX
0 =4977.308(2) cm−1. This value is 0.121 cm−1 larger

than that reported in Ref. [161] and 0.018 cm−1 less than our previous result in

Ref. [159]. The uncertainty is coming from the absolute frequency measurement

accuracy.
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Figure 3.20: Two-photon spectrum to locate different rovibrational levels of X1Σ+

state. The solid orange lines are Gaussian fits to extract the line center and the

orange is used to indicate that the dump transition is a σ one.

(a) Two-photon spectrum to locate the v′′ = 0, 1; J ′′ = 0 levels of

X1Σ+: The intermediate state is belonging to the b3Π-B1Π-c3Σ+ ad-

mixture.
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(b) Two-photon spectrum to locate the v′′ = 0;J ′′ = 0, 2 levels of

X1Σ+: The intermediate state is belonging to the A1Σ+-b3Π admix-

ture.
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The two-photon line shapes are of course modeled to estimate the dump TDM.

For both the pump and the dump lasers are locked to the cavity the relative

linewidth is best estimated to be 5 kHz. Other parameters are listed here: ∆ = 0,

γ1 = γ3 = 0, γ2 = 2π×0.68 MHz and Ωp is experimentally calibrated. The dump

TDMs obtained using these parameters are 0.033 eaB and 0.096 eaB for the J ′′ = 0

and 2 respectively. However, this estimation is not accurate due to the fact that

we may couple different hyperfine Zeeman states with such strong dump light.

3.4.2 The Hyperfine Zeeman Structures of The Rovibra-

tional Ground State

In previous subsection the two-photon spectrum is done in the condition of Ωd �
Ωp and thus the resultant FWHM of the line shape is on the order of tens of

MHz. On the other hand, the hyperfine Zeeman splitting of the rovibrational

ground state is tiny due to the zero electronic angular momentum. According to

the study in Ref. [184], it is smaller than 1 MHz. So previous spectra may involve

many hyperfine Zeeman states in the single wide peak and all of the modelings of

the line shapes are inaccurate. In this section I would like to present well-resolved

hyperfine Zeeman levels of the rovibrational ground state with the two-photon

dark-resonance spectrum.

For the rovibrational ground-state molecule, the interactions between the nu-

clear spins and the magnetic fields produced by the electronic motion are almost

vanished. The only terms causing the hyperfine structure are the nuclear electric

quadrupole interactions, the spin-rotation couplings and the spin-spin interactions

between nuclei. Including the Zeeman interactions, the Hamiltonian can be written

as

H = Hrot +Hhfs +HZ, (3.16)

where Hrot = BvN
2, Hhfs =

∑
i [Vi ·Qi + ciN · Ii] + c3I1 · I2 + c4T(I1, I2) and

HZ = −
∑

iµµµi ·B. Hrot and HZ are easy to understand. The first term in Hhfs

describes the coupling between the electric field gradient at the nucleus i and its

electric quadrupole moment Qi. The explicit form is
(eqQ)i[(3/8)C(C+1)−(1/2)I2iN

2]

I(2I−1)(2N−1)(2N−1)(2N+3)
and

C = 2Ii ·N. Here (eqQ)i is the coupling constant. The second term represents the

interaction between the nuclear spin Ii and the molecular rotation. The third and
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fourth term are the scalar and tensor spin-spin interactions respectively. Based

on this Hamiltonian and the calculated couping constants, our theoretical collab-

orators have modeled the hyperfine structure of the rovibrational ground state by

taking N = 0 ∼ 3 into consideration.

The two-photon dark-resonance spectrum relies on the existence of the so-called

dark state, |Dark〉 = Ωd/Ω |1〉 − Ωp/Ω |2〉 (Ω =
√

Ω2
p + Ω2

d), which is one of the

instantaneous eigenstates of the Hamiltonian in Eq. 3.14 which doesn’t involve

the short-lived excited state |2〉. It only happens when the two-photon resonance

is fulfilled (δ = 0). With the pulse shapes shown in Fig. 3.19, the sudden shinning

of L1 projects the initial state to the three instantaneous eigenstates and only

the dark state survives the following evolution. Then the sudden switch-off of

L1 projects the dark state back to the initial state. So the remaining Feshbach

molecule number is proportional to (Ωd/Ω)2 from this simple picture. However, we

also need to consider the decoherence effect during the pulse duration which would

cause the observed molecule number decreased as the pulse length is increased.

The measurement of this effect would give us the knowledge of in what extent

the two-photon resonance is maintained in our system. Due to the requirement

of two-photon resonance, this dark-resonance spectrum is expected to be of high

resolution and precision, and hence resolving the hyperfine Zeeman structures.

In Fig. 3.21, I show our spectrum data as well as the modeled hyperfine

Zeeman structures of the rovibration ground state. It was performed with the

same intermediate state as that in Fig. 3.20b with a π pump transition. By

changing the polarization of L2 we could couple the rovibrational ground state

with M ′′ = 1, 2 and 3, if we recall that M = 2 for the initial Feshbach molecules.

In the basis of |mNa,mRb〉, we totally have (2INa + 1)(2IRb + 1) different energy

levels, namely 16 states. Here mNa and mRb are the projection of the 23Na nuclear

spin INa(= 3/2) and the 87Rb nuclear spin IRb(= 3/2) along the external field,

respectively. At 335.7 G, the nuclear Zeeman energy of the state |mNa,mRb〉 is

-h̄× 2π× (0.37805mNa + 0.46757mRb)MHz. Actually the Zeeman term dominates

the Hamiltonian at such a high magnetic field, which can be seen from the inset

of Fig. 3.21a. The energy differences between the full model calculation and the

Zeeman term are not larger than h̄× 2π×20 kHz and thus mNa and mRb are still

regarded as good quantum numbers. With the polarization configuration of π

pump + σ dump, we could access one M ′′ = 3 and three M ′′ = 1 levels. With

the polarization configuration of π pump + π dump, two M ′′ = 2 levels were
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observed. All of these 6 levels were well-resolved in Fig. 3.21b and the line centers

were extracted by Lorentzian fits. We could find an excellent agreement between

the observed centers and the modeled results.
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Figure 3.21: The hyperfine Zeeman structures of the rovibrational ground state.

a, The modeled results are clarified according to the total magnetic quantum

number M = mRb + mNa. Points connected by dashed lines have the same value

of mRb. The inset shows the energy differences between these full-model result

and the pure Zeeman term. b, The dark-resonance spectrum shows well-resolved

hyperfine Zeeman structures with both π pump + σ dump (solid orange circles)

and π pump + π dump (open black circles) polarization configurations. Solid

lines are fittings to the Lorentzian functions. The lowest energy level is marked

with a blue circle and the modeling of the line shape with the master equation is

shown in the inset.
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The line shapes of the two-photon dark-resonance spectra can be also modeled

with the master equation (Eq. 3.15) and the dump TDM could be calibrated.

However, only the lowest energy state is calibrated with this method for other

states are not well-isolated. The result is shown in the inset of Fig. 3.21b and the

dump TDM is 0.021(1) eaB from the calibration. Also other line shapes can be

modeled, and hence the calibration of dump TDM for other states, if we extend the

three-level master equation to the four- or five- level case which is straightforward.

3.5 Absolute Ground-State Molecules: Creation

and Characterization

With the intermediate state of the selected v′ = 55; J ′ = 1 level, both the pump and

dump TDM as well as the excited-state lifetime are calibrated to be 7.3×10−4eaB,

0.021(1) eaB and 235 ns respectively in previous two sections. These conditions

give us a good starting point to create the absolute ground-state polar molecules

via the STIRAP. This process not only strongly depends on the dark state |Dark〉,
but also requires a special design of the pulse shapes of the Raman lasers. Since

only the latter is different from the dark-resonance spectrum, we can also model the

STIRAP transfer with Eq. 3.15. The details of the STIRAP would be presented

in the first part of this section.

In the next two parts the characterization of the absolute ground-state molecules

are described which includes the measurements of the permanent dipole moment

and the lifetime of the samples.

3.5.1 STIRAP

The STIRAP technique has been a standard method to realize the almost lossless

population transfer in a three-level system for more than 25 years [185]. The basic

idea relies on the dark state only existing when the two-photon detuning is set to

zero. In that case the eigenvalues and eigenstates of the Hamiltonian in Eq. 3.14
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(γ1 = γ2 = 0 and γ2 ≡ γ) read

E0 = 0, |Dark〉 = Ωd
Ω
|1〉 − Ωp

Ω
|3〉 ;

E+ = 1
2
(−∆− iγ/2 +

√
(−∆− iγ/2)2 + Ω2), |+〉 =

Ωp|1〉+(−∆−iγ/2+
√

(−∆−iγ/2)2+Ω2)|2〉+Ωd|3〉√
Ω2+

∣∣∣−∆−iγ/2+
√

(−∆−iγ/2)2+Ω2
∣∣∣2 ;

E− = 1
2
(−∆− iγ/2−

√
(−∆− iγ/2)2 + Ω2), |−〉 =

Ωp|1〉+(−∆−iγ/2−
√

(−∆−iγ/2)2+Ω2)|2〉+Ωd|3〉√
Ω2+

∣∣∣−∆−iγ/2−
√

(−∆−iγ/2)2+Ω2
∣∣∣2 .

(3.17)

The first eigenstate, named dark state, doesn’t involve the strongly dissipative

state |2〉. Assuming that initially all the particles occupy |1〉, we start with zero

Ωp and finite Ωd and then the Rabi frequencies are adiabatically ramped to finite Ωp

and zero Ωd. In this way it is possible to have near unit transfer efficiency between

|1〉 and |3〉 and the pulse sequence is counterintuitive. For simplicity we also have

∆ = 0. The adiabatic condition is fulfilled when the couping between |Dark〉 and

|±〉 is much smaller than the energy spacing between them:
∣∣〈±| d

dt
|Dark〉

∣∣ �
|E± − E0|. In the limit of γ � Ω, this criterion gives that Ω2T � πγ for nearly

equal pump and dump Rabi frequency. It becomes ΩT �
√

2π when Ω � γ or

Ω ∼ γ. Here T is the pulse length. For a high-efficiency transfer we typically need

ΩT > 10π.

In real experiments, maintaining a perfect adiabaticity is impossible and some

molecules would loss from the three-level system due to the visit to the dissipa-

tive excited state |2〉. Intuitively we expect that the transfer efficiency η would

decay monotonically with the increasing γ and it was shown that besides the

non-adiabaticity, another loss mechanism called quantum overdamping would con-

tribute severely in the strong-decay regime (γ � Ω) [173]. However, Ref. [186] has

asserted that there exists a minimum value of η versus the change of γ, which

is out of the scope of our phenomenological model. For us, the available laser

power of L1 are about 26 mW corresponding to Ωp = 2π×0.73 MHz, meanwhile

γ = 2π×0.68 MHz. This means that we are in the regime of Ω ∼ γ and for the

decay of |2〉 we only need to consider the adiabatic criterion, i.e. ΩT �
√

2π. The

fast fluctuations of the Rabi frequencies are expected to be negligible and we don’t

consider it here.

Another factor affecting η is the decoherence effect caused by various phase

noises. These noises enter the problem by changing both the one-photon and

two-photon detuning, especially η is extremely sensitive to the latter parameter.

The contributions mainly come from the phase fluctuations of the laser fields and
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the noise of the external DC magnetic and electric fields. The electric field is

almost zero in this case and the fluctuations can also be neglected. Our magnetic

field suffers from a RMS noise of 10 mG. However, our Feshbach state has almost

zero magnetic dipole moment and the energy of the absolute ground state would

fluctuate on the order of 40 Hz. The noise of the two-photon detuning due to

these fluctuations is also negligible. So the only source of the noise comes from the

fluctuations of the Raman lasers which is estimated to be on the order of 5 kHz.

The STIRAP transfer was performed using the pulse sequence shown in Fig.

3.22b. The figure was obtained based on the measured pump and dump powers by

two photodiodes. Through previous calibrated TDMs they were translated into the

Rabi frequencies and the maximum value of Ωp (Ωd) is 2π×0.7 MHz (2π×1.1 MHz).

The pulse can be divided into four parts: (1) Ωd is slowly ramped to its maximum

value in 15 µs while Ωp is kept zero. (2) In 15 µs, Ωd is decreased to zero and Ωp is

increased to its maximum. This is the STIRAP sequence and here ΩRMST = 11.4π

where T =15µs. (3) In another 15µs, Ωd is again increased to its maximum and

Ωp is deceased to zero. This is a reversed STIRAP sequence. (4) Ωd is slowly

ramped down to zero in 15 µs and meanwhile Ωp is kept zero. It is not necessary

to make the part (3) immediately following the part (2) and actually the lifetime

of the absolute ground-state molecules was measured by varying the holding time

between these two parts. The parts (1) and (4) are not relevant to our main results.

In Fig. 3.22a the time evolution of the number of the Feshbach molecules

are presented. The data points were taken based on the pulse sequence shown in

3.22b. We begin with about 1.55 × 103 Feshbach molecules and their number is

not changed during the above-mentioned part (1). Comparing the configuration

of the Rabi frequencies in this part to the three eigenstates in Eq. 3.17, we could

identify that |1〉 coincides with the dark state |Dark〉. During part (2) the Rabi

frequencies are adiabatically changed and ideally the quantum state of the three-

level system would follow the dark state. In the end of (2), the dark state coincides

with |3〉, the absolute ground state. However, due to the non-adiabaticity and

the decoherence only a portion of η of the Feshbach molecules are transferred to

their absolute ground state. The other molecules visit the dissipative |2〉 followed

by spontaneously decaying to many unknown molecular levels. These molecules

are irreversibly lost from our system. Within our detection limit, zero Feshbach

molecules are observed after part (2). In part (3) a reverse pulse sequence of

that in part (2) is applied and the absolute ground state molecules are transferred
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back to the Feshbach state |1〉 assuming a same transfer efficiency η. The number

revival of the Feshbach molecules confirms the successful control of the quantum

state between |1〉 and |3〉. After the round-trip STIRAP, namely part (2) together

with part (3), more than 1.0× 103 Feshbach molecules are revived and the overall

efficiency of more than 64% suggests η > 80%.
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Figure 3.22: The round-trip STIRAP transfer. a, Time evolution of the number of

Feshbach molecules during round-trip STIRAP. The solid red curve is the simula-

tion result with the master equation where all the parameters are given according

to the experimental measurements. The Feshbach molecules are transferred to the

absolute ground state after the 15µs STIRAP sequence and a reversed sequence

is immediately applied to transfer the molecules back to the Feshbach state. b,

The measured pump (black line) and dump (orange line) pulse sequence. The

maximum pump (dump) Rabi frequency is 0.7 MHz (1.1 MHz).
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Figure 3.23: The two-photon line shape of STIRAP: The number of Feshbach

molecules after a round-trip STIRAP is recorded versus the two-photon detuning.

The measurement is done with a time sequence that the system is held for 30µs

between the STIRAP and reversed STIRAP pulse. By changing the polarization

of L2, M ′′ = 1 ∼ 3 are populated. The solid lines are fits to Lorentzian functions.

The dashed red and blue vertical lines correspond to the level positions obtained

from the dark-resonance spectrum and the theoretical modeling, respectively.

Although we have achieved such a high-efficiency transfer, another question

that whether only a single quantum state is populated remains unanswered. In Ref.

[187] the authors derived an analytic result for η in case of ΩT � 1 from which the

two-photon linewidth is estimated to be on the order of ΩRMS/
√
πγT ∼0.3 MHz.

In Fig. 3.23 we show the two-photon line shape of STIRAP by scanning the dump

frequency. This set of data was taken with a time sequence that the holding time

between the STIRAP pulse and the reversed STIRAP pulse is 30 µs. With π pump

+ σ dump, both M ′′ = 1 and M ′′ = 3 were accessible. Although there are three

possible levels for M ′′ = 1, we only observe two peaks in the line shape and they

agree with the previous dark-resonance measurement and the theoretical modeling

well. The missing line corresponds to |mNa = 1/2,mRb = 1/2〉 and we still don’t
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understand it at all. The fits give the FWHMs of 0.109(7) MHz, 0.093(26) MHz

and 0.103(8) MHz for the three peaks from lower to higher frequency. They share

almost the same two-photon linewidths but quit different transfer efficiencies es-

pecially for the middle one. This may be understood from the changes of ΩRMS

and the effective transfer time T , which are hard to analyze. For the two M ′′ = 2

states they are unresolved from the line shape and a one-peak fit gives a FWHM

of 0.28(5) MHz.

In short summary, we have achieved a sample of the rovibrational ground-state

polar molecules in a single quantum state via STIRAP. The experimental results

are well reproduced through a phenomenological master equation.

3.5.2 Characterizing The Permanent Dipole Moment

The dipolar nature of the heteronuclear molecules at their rovibrational ground

state can be characterized by measuring the Stark shift of this state in a static

electric field. The shift can be understood as the perturbation of the energy of

the rovibrational ground state by other rovibration states. From the perturbation

theory we know that the contribution of some state is proportional to the inverse

of the energy spacing between this state and the rovibrational ground state. To

a good approximation we could only consider the rotational structures. So the

Hamiltonian reads
H = BvN

2 − d · E

= BvN
2 − d0E cos θ,

(3.18)

where d0 is the permanent dipole moment, E is the electric field strength and θ

is the angle between the molecular axis and the E direction. We can treat the

rotations of the linear molecules as the rigid body rotation and the cos θ term

could only couples states with the same magnetic quantum number. In the basis

of |N,mN〉 for a 1Σ molecule, only 〈N ′,mN | cos θ |N,mN〉 are nonzero. (It is very

similar to the spherical Harmonics.) The explicit matrix element reads [188]

〈N ′,mN | cos θ |N,mN〉

= (−1)mN
√

(2N ′ + 1)(2N + 1)

(
N ′ 1 N

0 0 0

)(
N ′ 1 N

−mN 0 mN

)
,

(3.19)

where
(
· · ·
)

represent the 3-j symbols. The first 3-j symbol accounts for the

coupling along the molecular axis and the second one is the coupling along the
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electric field.

(
N ′ 1 N

0 0 0

)
is nonzero only if N ′ = N ± 1. So for mN = 0 the

Hamiltonian is represented by

H =



0 −d0E√
3

0 · · · 0

−d0E√
3

2Bv −2d0E√
15
· · · 0

0 −2d0E√
15

6Bv · · · 0
...

...
...

. . .
...

0 0 0 · · · BvN(N + 1)


, (3.20)

where rotational levels up to N are included. We could numerically diagonalize

this matrix and the lowest eigenvalue ε(E; d0) corresponds to the Stark shift of

the |0, 0〉 state. The effective dipole induced by the electric field is defined as

de ≡ −dε(E; d0)/dE. To obtain the exact energy shift as well as the effective

dipole we need to include infinite rotational levels (N →∞), which is impossible.

For a practical use, N = 10 is enough. Besides the rovibrational ground state,

the intermediate state |2〉 with a moderate internuclear distance also experiences a

non-negligible Stark shift. However, it is much harder to analyze the Stark shift for

our excited state and it is not done yet. The Stark shift of the Feshbach state in an

electric field of a few kV/cm is negligible considering its extreme large internuclear

distance.

To measure the Stark shift of the rovibrational ground state in a static elec-

tric field, we first measure the shift of the excited state εpump by the one-photon

spectrum and then locate |3〉 with the dark-resonance spectrum. It is apparent

that ε(E; d0) = εpump − εdump where εdump is the change of the L2 photon energy

with respect to the zero-field value. Examples are shown in Fig. 3.24a where three

cases, namely 0 kV/cm, 0.36 kV/cm and 0.54 kV/cm, are presented. In the upper

panel the one-photon spectra indicate that the excited state |2〉 is shifted down

by the electric fields and the line shapes are fitted with Lorentzian functions to

extract the line centers and linewidths. No obvious broadening or narrowing of the

lines is observed in our field range. In the lower panel the dark-resonance spectra

are given and similarly Lorentzian functions are used to obtain the line centers and

linewidths. A narrowing of the line shapes is observed for the two-photon spectra.

Intuitively the extra noise brought by the external electric field would broad the

lines, although it is not the case. Possible reason could be the modification of the

coupling strengths by the applied field which needs further explorations.
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Figure 3.24: Stark spectroscopy for the rovibrational ground state.
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(a) Examples of the one-photon spectra and dark-resonance spectra

at a electric field of 0 kV/cm (open black squares), 0.36 kV/cm (open

magenta circles) and 0.54 kV/cm (open green triangles).
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(b) Stark shift of the rovibrational ground state from the spectroscopic

measurement. The solid black circles are fitted with the model (red

line) described in the main text to extract out the permanent dipole

moment. The shade area indicates the uncertainty of of the electric

field. Also the induced dipole is shown (blue line).
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In Fig. 3.24b the Stark shift of the absolute ground state versus the electric field

strength is presented. The maximum field we have applied in our measurement

is about 1.5 kV/cm and the data points are fitted to the calculated Stark shift

counting rotational states up to N = 10. This procedure gives a permanent dipole

moment of 3.2(1) D for our absolute ground-state 23NaRbRb molecule which is

consistent with previously reported values [189–192]. The uncertainty here comes

from the 10% uncertainty of determining the electric fields mentioned in 2.4.2.

With the permanent dipole moment in hand we can also calculate the induced

dipole moment by the applied electric fields and it is plotted in the same figure as

the Stark shift. With our current setup the maximum achievable dipole moment

right now is 1.06(4) D.

3.5.3 Measuring The Lifetime of The Sample

Long-lived ultracold samples of polar molecules are predominately preferred for

their great potentials in realizing dipolar superfluid systems [81] and high-fidelity

gate operations for quantum computing [193]. Especially we are interested in

implementing an efficient evaporative cooling in ultracold molecular samples to

quantum degeneracy. This requires that the elastic collision rate greatly exceeds

the inelastic collision rate, namely the sufficient thermalization among the samples

is reached before a significant amount of the molecules is lost due to the inelastic

collisions. On the other hand, the study of ultracold collisions itself is also of great

interest to us. It was demonstrated with the reactive 40K87Rb molecule that the

chemical reactions could be controlled via quantum statistics [96], external electric

fields [98] and dimensionality [99,100].

Although our rovibrational ground-state 23Na87Rb molecule is chemically stable

against the bimolucular exchange reaction, there are still other loss processes which

would limit the achievable lifetime. For example, sticky collisions were predicted

to make an sample of nonreactive 87Rb133Cs molecules with a mean density of

1011cm−3 only living for a few hundreds of milliseconds [194], which is consistent

with the experimental observed lifetime [195]. Such kind of loss mechanism can

also be engineered via external electric fields and dimensionality, which would allow

us to study ultracold collisions in a controlled manner. For individual systems, the

possibilities of exciting the molecules to the dissipative excited states and molecule-
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molecule photoassociation [196] by the trapping light can also lead to short-lived

samples.

The lifetime of the molecular samples are measured by monitoring the time evo-

lution of the molecular number in our optical dipole trap. As usual, the elementary

loss process can be classified according to the number of molecules involved in that:

one-body loss, two-body loss, three-body loss, · · · . For a trapped thermal gas, the

time evolution of the mean density can be described by the equation reading

dn̄

dt
= −n̄/τ − βn̄2 − L3n̄

3, (3.21)

where processes involving more than 3 atoms are neglected and τ , β and L3 are

the one-body loss time constant, two-body loss rate and three-body loss rate,

respectively. Assuming constant temperature and a distribution function in Eq.

2.29, the mean density is expressed as n̄ = Nω̄3(MNaRb

4πkbT
)3/2 ≡ αN . Here N is the

molecular number and α is a parameter determined by ω̄ (geometrical mean of

three trap angular frequencies), T (temperature) and MNaRb (molecular mass).

Substituting this expression into the above equation gives us the following one:

dN

dt
= −N/τ − βαN2 − L3α

2N3. (3.22)

For us the three-body process is also omitted which would be confirmed later. The

solution to this equation reads

N(t) =
N0

et/τ (1 +N0αβτ)−N0αβτ
, (3.23)

where N0 is the molecular number at t = 0. The data could be fitted to this equa-

tion to extract out τ and αβ. Since we are interested in the collision process, i.e.

the interaction between molecules, the one-body loss should be avoided as much

as possible in real experiments. The determination of β still relies on the determi-

nation of the parameter α, namely the temperature and the trap frequencies.

The trap frequencies are determined by calculations based on the last formula

in 2.2.6 where the AC polarizability of our rovibrational ground-state molecules is

667.7 au. As a comparison, the polarizability of Feshbach molecules is taken as the

sum of atoms to be 909 au. Here au stands for atomic unit. The calculated trap

potentials of both the ground-state and Feshbach molecules along the vertical axis

in our final FORT are plotted in Fig. 3.25. The trap depths for our molecules at

these two different states are indicated in the figure: 4.5 µK and 12.5 µK for them
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Figure 3.25: The trap potentials for the ground-state (solid black line) and

Feshbach-state (solid red line) molecules along the vertical axis: In our final trap,

the trap depth for the ground-state molecule is 4.5 µK, nearly 3 times smaller than

that for the Feshbach molecule, i.e. 12.5 µK. Also the gravitational sags are differ-

ent for 23Na87Rb molecules in these two different states and the difference is about

2.2 µm.

respectively. From the figure we can also see that the gravitational sag is different

in these two states: the equilibrium position of the ground-state molecule is 2.2 µm

lower than that of the Feshbach molecules. Due to these differences, sloshing and

breathing motions of the molecular sample are excited after the 15 µs STIRAP

which could be seen in our images. However, we cannot clearly identify these

motions in our old setup for we cannot reliably image the atoms immediately

after the round-trip STIRAP. This is caused by the eddy current after the fast

switch-off of the magnetic field. A 20 ms holding is necessary for reliable atomic

detections and the motions of the cloud are obscured after this holding due to the

different trapping potential for molecules and atoms. Also the measurement of the

temperature based on the ballistic expansion also becomes unreliable. However,
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Figure 3.26: The lifetime of the absolute ground-state molecules: The time evo-

lution of the ground state molecule number is plotted. In the final trap, the trap

frequencies for the ground-state molecule is 2π×(30, 156, 162)Hz respectively. Ev-

ery point corresponds to a three-times repeat and the standard deviation is shown

as the error bar. The solid red line is a fit to the data points with more than 50 ms

holding (see text for details).

the temperature of the atoms after dissociation is still a good approximation of

the temperature of the Feshbach molecules if the dissociation is not too fast [197]

and their trapping potential difference is omitted. Ultimately, we have solved the

problem of eddy current in our new setup and the final conclusion is drawn based

on measurements there. Furthermore we could perform the dissociation at the

end of the expansion to reduce the heating from it. Another problem maybe exists

in the old setup is that the probability of one-photon excitation of the ground-

state molecules is larger due to the broadband nature of our FORT laser, which is

changed to a single-frequency laser in the new lab.

The detailed description of the setup and measurement in the new lab may

be found in the forthcoming theses of our junior PhD students Mingyang Guo
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and Xin Ye. In the final trap, ω̄ = 2π×91.2 Hz from both the calculation and

the measurement of the sloshing and breathing motions, and typically T =720 nK

from the ballistic expansion method. This gives α = 1.06× 107 cm−3 and a initial

mean density of 5.3 × 1010 cm−3. The time evolution of the molecular number is

shown in Fig. 3.26. Due to the sloshing and breathing of the sample, only data

points after 50 ms are used to be fitted and here the one-body loss is also neglected.

From the fit we could obtain β = 2.5(9) × 10−10 cm3·s−1 (equivalent to a lifetime

of about 0.2 s). Actually this loss rate constant should be bound by half of the

collision rate constant kcol which relates to the collision cross section σcol between

two ground-state molecules and the temperature T by kcol = σcol
√

8kbT/πMNaRb.

The collision cross section between two identical bosons at ultralow temperature

is further bound by the unitarity limit of 8π/k2 ∼ 4πh̄2/mkbT . Substituting the

temperature and other parameters into the rate constant yields kcol ≤ 9 × 10−10

cm3·s−1 and thus our result is very close to the upper bound (4.5× 10−10 cm3·s−1)

which suggests that every collision leads to loss of two molecules with a large

probability.

Such a huge loss is a surprise for our absolute ground-state molecules, which

are nonreactive and all occupying the lowest energy state. However, our bosonic
23Na87Rb molecule is not the only case here and a two-body loss constant with the

same order for the absolute ground-state bosonic 87Rb133Cs molecule was reported

in Ref. [195]. On the other hand, the reported value of this constant for the non-

reactive fermionic 23Na40K molecule is smaller by an order of magnitude due to

the suppression of s-wave collisions as a sequence of the Pauli principle, which is

long but still much shorter than the trap-limited lifetime [198]. The most probable

mechanism accounting for this unexpected loss is the aforementioned sticky colli-

sion during which long-lived four-body complexes are formed. A large cross section

for this process is possible due to the dense density of states of the four-body com-

plex at the colliding energy, hence dense scattering resonances. In Ref. [194] it

was shown that the lifetime of the four-body complex is dramatically enhanced by

the dense resonances and thus the molecules are invisible after the complexes are

formed. By assuming narrower but well-isolated resonances and small mean reso-

nance spacing (far less than the temperature), the sticky rate constant is derived

analytically there and the value for us is calculated to be 3.5×10−10 cm3·s−1. This

is a little larger than our measurement, but still quite reasonable.
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3.6 Summary and Outlook

In this chapter, I have described our work on the creation of an ultracold sample

of absolute ground-state polar 23Na87Rb molecules beginning with an ultracold

mixture of 23Na and 87Rb atoms. The association of atoms into weakly bound

molecules discussed in section 3.2 was published in [166]. The spectroscopic study

of the excited states near the 23Na(32S1/2)+87Rb(52P3/2) asymptote presented in

subsection 3.3.2 formed a publication of [182]. The understanding of the excited

states below the 23Na(32S1/2)+87Rb(52P1/2) asymptote in subsection 3.3.1 is on

the way and hopefully a new publication would be made focusing on them. We

are also preparing another paper concerning the explorations of the mixed levels

of the A1Σ+ and b3Π states (subsection 3.3.3), as well as the two-photon spectro-

scopic study of the X1Σ+ state (section 3.4). The description of the creation and

characterization of the absolute ground-state molecules (section 3.5) has already

been reported in [199].

Based on all of these previous results, many exciting and important topics are

ready to be studied with our 23Na87Rb molecules. Here I want to list a few and

discuss them in detail.

3.6.1 Ultracold Collisions Between Absolute Ground-state

Molecules

Collisions between quantum particles, i.e. atoms and molecules, are of fundamental

importance in determining the properties of quantum gases. For atoms interacting

through short-range and isotropic potentials (like van der Walls potential), the

physics of collisional dynamics could be captured only by the scattering lengths for

bosons or distinguishable particles at the low-energy limit. Collisional resonances,

where the scattering lengths could be varied by several orders of magnitude by

moderate changes of the external optical or magnetic fields, happen when the

collision energy approaches some bound or quasi-bound state energy. However,

collisions between particles interacting with long-range or anisotropic potentials

could be predominately complex even at the temperature of 0.1 ∼ 1µK, with which

typical current experiments work. For example, chaotic behavior of the scattering

resonances has been observed and discussed in collisions between highly magnetic
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atoms [88, 200] due to the anisotropic interaction potentials. The resonances are

expected to be even much denser for atom-molecule or molecule-molecule collisions

concerning the more complex angular momentum couplings, especially for heavier

molecules.

Even we assume isotropic interactions, the resonances may still be individu-

ally unresolvable from the theoretical point of view, let alone being identified in

experiments [194,201]. A proper method to gain insights into these collisions was

developed in Ref. [194, 201], where a statistical description of the collision cross

section is used to draw the conclusion that colliding partners have a large pos-

sibility to stick together and thus lose from our detected signal. This is called

sticky collision. The complexes formed in this manner have finite lifetimes, after

which they decay back into the initial colliding particles and thus we could observe

the revival of the particle number. Of course there are also possibilities that the

complexes decay to some low lying states via collisions with other complexes or

molecules and these processes depend on the lifetime of them. Even more bad,

the complexes may not be supported by our FORT (blue detuning trap) and they

become lost once they are formed. Based on this picture, we could end up with

several limit cases of the molecule loss dynamics:

• A pure two-body loss: The loss of the complexes are so fast that no obvious

effect of the molecular revival could be seen. We need to mention that the

possible quantum Zeno effect is not considered here.

• When the loss of the complexes is not severe, the dynamics would firstly

dominate by the complex formation process and then reach some equilibrium

state by including the molecular revival.

• The loss of the complexes is in a intermediate level and a quit complex

dynamics is observed.

For our data of the loss dynamics are obscured by the trap excitations of the

molecular sample, one good solution is to use a magic-wavelength trap in which the

polarizabilities of the absolute ground-state molecules and the Feshbach molecules

coincide with each other. Unfortunately calculations from our theoretical collab-

orators suggest that there is no magic wavelength in the far-off-resonance regime.

The only thing we can do is to moderately increase the trap power to minimize

the effect of trap excitations as well as avoid any heating.

Besides measuring the loss dynamics curve, we could also imagine to directly
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observe the revival process if we are lucky to stay at a happy-parameter regime,

that’s to say the complexes are trapped by our FORT and the collisional loss of

them is small. In this case, we could quickly remove the residual ground-state

molecules after they are held in the trap for sufficient formation of the complex.

Then the molecule number could be monitored to see possible revival dynamics.

However, the sticky mechanism is valid only in cases that all the relevant rovibra-

tional states of the complexes are involved during the collision process. This is

maybe not the case and other possibilities should also be considered.

One possible mechanism is the collision between the absolute ground-state

molecules and the highly excited molecules created during the STIRAP. As I have

mentioned in the last section, only about 80% Feshbach molecules are transfered

to the absolute ground state and most likely the other 20% molecules occupy many

highly excited states. The ground-state molecules can be ejected from the trap

by colliding with these excited-state molecules during which energies are released

through vibrational quenching of the excited-state molecules. We could gain some

insights into this possibility by measuring the loss curves with different STIRAP

efficiencies. Another possibility is the excitation of one molecule into excited states

or the photoassociation of two molecules into four-body bound states by the trap

light. For the former case, the possible excited states are those belonging to

the C1Σ+ PES to which the ground-state molecules are excited via a two-photon

process. The photoassociation is only possible at short ranges for there are no

resonances at long range [196]. In both cases the loss should be sensitive to the

frequency of the trap light. So a tunable narrow-linewidth laser is preferred to

examine this possibility.

The ultracold collisions would become more interesting when an external elec-

tric filed is applied. The sticky cross section was predicted to be greatly en-

hanced in an electric field and undergoes a ladder behavior as the electric field

is increased [194]. This could also be incorporated to test the sticky mechanism.

What’ s more important is that the external electric field was proposed to be

used to stabilize the molecular gases through the short-range shielding mecha-

nisms [100,202,203].
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3.6.2 Long-lived Ultracold Samples of Polar Molecules

The effort toward producing long-lived ultracold samples of polar molecules is

strongly motivated by the various potential applications of those systems as dis-

cussed in section 1.2. For our 23Na87Rb molecules, we are able to induce a effective

electric dipole moment of 1.06 D in the lab frame, which corresponds to a dipo-

lar length of ∼35 000 a0. To overcome the observed fast loss, several methods are

already in hand.

As mentioned in the last paragraph of previous subsection, the short-range

shielding mechanisms are expected to suppress the inelastic loss as well as the

chemical reaction by several orders of magnitude. The basic idea is to introduce

a energy barrier through external fields to prevent two molecules to reach the

short-ranges where the inelastic processes happen. In Ref. [202, 203], the authors

proposed to work with excited rotational dipolar molecules in a static electric field

which would dramatically modify the ratio between the elastic collision rate and

the inelastic collision rate. This requires another collisional channel to cross the

threshold of the initial collision and typically a large dipole moment as well as

a moderate electric field are necessary. The theoretical calculation on 23Na87Rb

suggests that at a field of 5 kV/cm the previous ratio can reach ∼ 107, which is

very favorite for an efficient evaporative cooling. Another method, demonstrated in

Ref. [100] with the reactive fermionic 40K87Rb molecule, incorporates the repulsive

dipolar interaction between aligned polar molecules in a quasi-2D trap to prevent

them to approach each other. Interestingly, a self-assembled dipolar lattice phase

has been proposed in such systems [204], which are potentially suitable for the

study of Hubbard models with phonons [205].

To ultimately solve the problem, we can make a molecular insulator in an

optical lattice where molecules are well-isolated from each other due to the high

tunneling barrier. This also has already been demonstrated with the reactive

fermionic 40K87Rb molecule and the lifetime was increased to the trap-limited value

(>20 s) in a 3D deep lattice [99]. For our molecules in a simple cubic lattice formed

by 1064 nm light, the nearest neighbor DDI strength UNN is > kb×50 nK while the

recoil energy ER is about kb×76 nK. At a lattice depth of 25ER ∼ kb×1.9 µK, the

tunneling rate is estimated to be 0.001ER ∼ kb×1.9 nK� UNN . In the literature

[82, 102], the authors extensively studied the insulating ground states as well as

many metastable insulating states of the 2D dipolar lattice gas within the extended
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Bose-Hubbard model and we are ready to observe these new quantum states.



Chapter 4

Spin Dynamics In Heteronuclear

Spin Mixtures and Thermal

Spinor Gases

In this chapter, I will change to another absolutely different topic, namely spinor

gases. First proposed theoretically in Ref. [108, 109] and realized experimentally

in Ref. [107] in 1998, spinor gases are referred to gases with the internal degree

of freedom liberated thanks to the developing of FORT. Since then, this field has

been one of the hottest one in the ultra-cold scientific community and many fun-

damental and practical topics have been studied with spinor gases (see discussion

in section 1.3). Among them, spin mixing is a process that the atomic population

is oscillated among different Zeeman sub-levels of the hyperfine spin F [206]. It

is driven by the spin-dependent interaction which is positive (negative) for the

antiferromagnetic (ferromagnetic) interaction. At a finite magnetic field, another

energy competing with the spin-dependent interaction is the quadratic Zeeman en-

ergy. With properly designed initial states, this competition would lead to coherent

oscillations of the populations. Furthermore, resonant behavior of the oscillations

was predicted in Ref. [207] and experimentally verified with both antiferromag-

netic gases (spin-1 23Na [116, 118] and spin-2 87Rb [115, 119]) and ferromagnetic

132



CHAPTER 4. SPIN DYNAMICS IN HETERONUCLEAR SPINMIXTURES AND THERMAL SPINORGASES133

gases (spin-1 87Rb [117, 119]). In this work I would recall the spin-species spinor

gases in section 4.1.

In section 4.2, I would describe our work on the nature extending of the pre-

vious study of the coherent spin mixing into a mixture of two spin-1 bosons, i.e.
23Na and 87Rb. By carefully designing the initial state and selecting the exter-

nal magnetic field, we have found a clear evidence of the coherent magnetization

exchange between the 23Na and 87Rb gas, which indicates a coherent dynamics

driven by the heteronuclear spin-dependent interactions and this dynamics is ob-

served with a quantum gas mixture for the first time. We have also identified

a resonant behavior of it by tuning the external magnetic field, which is similar

to the single-species case. Profoundly, another unique knob to control the spin-

mixing dynamics in heteronuclear spinor mixtures has been demonstrated in our

experiments, namely the species-dependent vector light shift.

We have also studied the coherent spin-mixing dynamics in normal Bose gases

of spin-1 and spin-2 87Rb atoms which is presented in section 4.3. Within the

approximation that the external and internal degrees of freedom are decoupled, the

equation of motion for the normal spinor gases are the same as that for spinor BECs

except for a numerical factor appearing in front of the spin-dependent interactions.

4.1 Introduction to The Single-species Spinor Gases

The physics associated with the single-species spinor Bose gases has been exten-

sively reviewed in Ref. [110,111]. Here I want to focus on the mean-field description

of the spin-1 BEC within the so-called single-mode-approximation (SMA), where

the G-P equation is utilized to solve the dynamics. The phase diagram with both

ferromagnetic and antiferromagnetic interactions are discussed and the solution to

the G-P equation is presented and analyzed. The extension of the formalism into

a spin-2 BEC is straightforward.

The Hamiltonian for a spin-1 BEC in the second-quantization form reads

H =

∫
drψ̂†k(r)[− h̄2

2m
∇2 + Vtrap(r)− pk + qk2]ψ̂k(r)+∫

drψ̂†k(r)ψ̂†p(r)[
c0

2
δpqδkl +

c2

2
Fpq · Fkl]ψ̂q(r)ψ̂l(r).

(4.1)

Here Vtrap is the external trapping potential and p(q) corresponds to the lin-
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ear (quadratic) Zeeman energy. c0(c2) represents the spin-independent (spin-

dependent) interaction parameter, which is related to the scattering length by

c0 = 4πh̄2

3m
(a0 + 2a2) (c2 = 4πh̄2

3m
(a2 − a0)). (See Eq. B.3.) ψ̂k(ψ̂

†
k) is the anni-

hilation (creation) operator for the sub-level k (k = +1, 0,−1) and the repeated

index implies a summation over all the possible values.. F is the spin-1 operator

whose elements are defined in Eq. 2.61. In the mean field theory the annihilation

(creation) operators are replaced by complex order parameters: ψ̂k(ψ̂
†
k)→ ψk(ψ

∗
k).

The equation of motion for the order parameters reads

ih̄
∂ψk
∂t

=
δH

δψ∗k

= [− h̄2

2m
∇2 + Vtrap(r) + c0n− pk + qk2]ψk + c2〈F〉 · Fklψl,

(4.2)

where n = ψ∗kψk, is the atomic density and 〈F〉 = ψ∗pFpqψq, is the total spin.

The SMA states that different sub-levels share a same static spatial wavefunction:

ψk(r, t) = φ(r)e−iµt/h̄ξk(t). The spatial wavefunction satisfies µφ(r) = [− h̄2

2m
∇2 +

Vtrap(r) + c0n]φ(r) and ξ∗kξk = 1. The equation of motion is simplified to be

ih̄ξ̇±1 = (∓p+ q)ξ±1 + c2n[ξ2
0ξ
∗
∓1 + ξ±1(|ξ0|2 + |ξ±1|2 − |ξ∓1|2)],

ih̄ξ̇0 = c2n[ξ0(|ξ+1|2 + |ξ−1|2) + 2ξ∗0ξ+1ξ−1].
(4.3)

Based on these equations and the total spin-dependent energy E = N{−p(|ξ+1|2−
|ξ−1|2)+q(1−|ξ0|2)+ c2n̄

2
[2ξ2

0ξ
∗
+1ξ

∗
−1+2ξ∗20 ξ+1ξ−1+2|ξ0|2(1−|ξ0|2)+(|ξ+1|2−|ξ−1|2)2]},

we can deduce the ground state and the time evolution of the system with various

interaction parameters. (N =
∫
|φ(r)|2dr, is the total atom number and n̄ =∫

|φ(r)|4dr/N , is the mean density.)

4.1.1 The Mean-field Ground State of a Spin-1 BEC

The mean-field ground state of a spin-1 BEC can be obtained by minimizing E.

It is easy to show that the longitudinal magnetization, m0 = |ξ+1|2 − |ξ−1|2, is

a constant from Eq. 4.3 and |ξ±1|2 = 1−ρ0±m0

2
with ρ0 = |ξ0|2. By introducing

m0 = (1 − ρ0) cosα with 0 ≤ α ≤ π, we have written the total spin-dependent

energy as

E/N = −pm0 + q(1− ρ0) +
c2n̄

2
[2ρ0

√
(1− ρ0)2 −m2

0 cos θ + 2ρ0(1− ρ0) +m2
0]

= (1− ρ0)[−p cosα + q +
c2n̄

2
cos2 α +

c2n̄

2
(sinα2 + 1 + 2 sinα cos θ)ρ0],

(4.4)
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Figure 4.1: The phase diagram of a spin-1 BEC in the (q, p) plane: (a), (b) and (c)

are for c2 = 0, c2 > 0 and c2 < 0 respectively. The solid lines are phase boundaries

where red (green) ones represent the first-order (second-order) phase transitions.

I, II, III, IV and V refer to different phases (see text).

where θ is the argument of ξ2
0ξ
∗
+1ξ

∗
−1. The minimization of E depends on the value

of c2:

(1) c2 = 0, E = (1− ρ0)(−p cosα + q).

E is minimum when ρ0 = 1 if q > |p| and ρ0 = 0 if q < |p|. The phase diagram in

the (q, p) plane is shown in Fig. 4.1 (a).

(2) c2 > 0 (antiferromagnetic interaction) , E is minimized when cos θ = −1 and

E/N = (1−ρ0)[−p cosα+q+ c2n̄
2

cos2 α+ c2n̄
2

(1−sinα)2ρ0]. Since E is a quadratic

function of ρ0 with a negative quadratic coefficient if sinα 6= 1, the minimum is

achieved either with ρ0 = 1 or with ρ0 = 0. If sinα = 1, then cosα = 0 and

E = q(1 − ρ0). The minimum is also obtained with ρ0 = 1 or 0. So the possible

candidates for the minimum of E:

i) ρ0 = 0, Emin =

q −
p2

2c2n̄
|p| ≤ c2n̄ and m0 = p

c2n̄

q − |p|+ c2n̄/2 |p| ≥ c2n̄ and m0 = sgn(p)
;

ii) ρ0 = 1, Emin = 0 and m0 = 0.

The phase diagram in this case is shown in Fig. 4.1 (b).

(3) c2 < 0 (ferromagnetic interaction) , E is minimized when cos θ = 1 and E/N =

(1− ρ0)[−p cosα+ q+ c2n̄
2

cos2 α+ c2n̄
2

(1 + sinα)2ρ0]. The analysis is similar to the

case with c2 > 0 except that the minimum is the vertex of the quadratic function
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with a positive quadratic coefficient. The possible candidates for the minimum of

E:

i) ρ0 = 0, Emin = q − |p|+ c2n̄/2 and m0 = sgn(p);

ii) ρ0 = 1, Emin = 0 and m0 = 0;

iii) ρ0 = (q2−p2)(−p2−q2+2c2n̄q)
4c2n̄q3

, Emin = (−p2+q2+2c2n̄q)
8c2n̄q2

and m0 = p(q+2c2n̄)
2c2n̄q

.

The phase diagram in this case is shown in Fig. 4.1 (c).

Phase Order parameter Emin

I F eiβ(1, 0, 0) q − p+ c2n̄/2

II F eiβ(0, 0, 1) q + p+ c2n̄/2

III AF eiβ(
√

p+c2n̄
2c2n̄

, 0,−
√
−p+c2n̄

2c2n̄
) q − p2

2c2n̄

IV P eiβ(0, 1, 0) 0

V BA


(eiβ q+p

2q

√
−p2+q2+2c2n̄q

2c2n̄q√
(q2−p2)(−p2−q2+2c2n̄q)

4c2n̄q3

e−iβ q−p
2q

√
−p2+q2+2c2n̄q

2c2n̄q
)



T

(−p2+q2+2c2n̄q)
8c2n̄q2

Table 4.1: Five different phases of a spin-1 BEC: F, AF, P, and BA stand for ferro-

magnetic, antiferromagnetic, polar, and broken-axisymmetry phases, respectively.

β is an arbitrary phase accounting for the U(1) symmetry.

In summary, there are four possible ground states which are listed in Table

4.1. In the ferromagnetic phase, which is denoted as F, all of the spins are parallel

(I) or anti-parallel (II) to the magnetic field and gives a maximum |m0|. The

antiferromagnetic (AF) phase gives a nonzerom0 by p/c2n̄ while the polarized spins

tend to be anti-parallel to each other. The polar (P) phase gives a zero m0 and all

of the spins are unpolarized. All the previous three phases give 〈F〉 = n̄(0, 0,m0),

which is along the magnetic field. However, in the last one, known as broken-

axisymmetry (BA) phase, the total spin is tilted against the magnetic field and the

axisymmetry is broken although the Hamiltonian still preserves the axisymmetry.
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4.1.2 The Coherent Spin-mixing Dynamics

The time evolution of the system is determined by equations in Eq. 4.3 where

the linear Zeeman term could be gauged out by introducing ξ̃k = ξke
−ikpt/h̄ in an

uniform external field. Furthermore, by introducing ξ̃k =
√
ρke

iθk (0 ≤ ρk ≤ 1

and θk is real) and substituting them into Eq. 4.3, we could obtain two coupled

equations for ρ0 and θ:

ρ̇0 = −2c2n̄

h̄
ρ0

√
(1− ρ0)2 −m2

0 sin θ,

θ̇ = 2q/h̄+
2c2n̄

h̄
[2ρ0 − 1 +

(1− ρ0)(2ρ0 − 1) +m2
0√

(1− ρ0)2 −m2
0

cos θ],
(4.5)

where θ = 2θ0 − θ+1 − θ−1, coincides with the θ in previous subsection. ρ0

and m0 follow the previous definitions. Since m0 is conserved, we can omit

some constant terms in Eq. 4.4 and rewrite it as ε ≡ E/N = q(1 − ρ0) +
c2n̄
2

[2ρ0

√
(1− ρ0)2 −m2

0 cos θ + 2ρ0(1 − ρ0)]. It is easy to show that ρ̇0 = 2
h̄
∂θε

and θ̇ = − 2
h̄
∂ρ0ε, which means the time evolution of the system is along a equal-

energy contour in the phase-space of (θ, ρ0). This aspect was first recognized in

Ref. [207]. Generally, ρ0 experiences a periodic oscillation. Substituting ε into the

first equation of Eq. 4.5 we have

(ρ̇0)2 =
4

h̄2 (Aρ3
0 +Bρ2

0 + Cρ0 +D)

=
4

h̄2A(ρ0 − x1)(ρ0 − x2)(ρ0 − x3)

≡ 4

h̄2f(ρ0),

(4.6)

where

A = −2c2n̄q, B = −(c2n̄m0)2+2c2n̄(2q−ε)−q2, C = (q−c2n̄)(q−ε), D = −(q−ε)2.

xi(i = 1, 2, 3) are the roots of ρ̇0 = 0 and x1 ≤ x2 ≤ x3. If A > 0, the distribution

of xi is shown by the red curve in Fig. 4.2 for f(0) ≤ 0, f(1) ≤ 0 and (ρ̇0)2 ≥ 0,

where 0 ≤ x1 ≤ x2 ≤ 1 ≤ x3. Then we could see that ρ0 is oscillatory between x1

and x2. Similarly, it can be shown that for A < 0 ρ0 is oscillatory between x2 and

x3.

Resonant behavior is found when x2 = x3 = 1 (x1 = x2 = 0) for A > 0

(A < 0), where the oscillation period is divergent [110, 207]. However, for A > 0

this divergent is only possible whenm0 = 0, otherwise the period is still finite at the
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Figure 4.2: The distribution of the roots of ρ̇0 = 0. The red (green) line corre-

sponds to A > 0 (A < 0). (see text for details.)

resonant point. It also turns out that the critical magnetic field where the resonant

behavior happens is q = −c2n̄ρ0(1 + cos θ) (c2n̄[1 − ρ0 +
√

(1− ρ0)2 −m2
0 cos θ])

for A > 0 (A < 0). Here ρ0 and θ are the initial values.

Far away from the resonance, Eq. 4.5 could be simplified and two specific

regimes are identified [208]. Generally, both the oscillation period and amplitude

would decrease when the magnetic field is tuned away from the critical value.

For |q| � |c2n̄|, the dynamics is dominated by the spin-dependent interaction

where the oscillation period reaches a static level with a fixed atomic density. The

oscillation amplitude would gradually approach zero as q → 0. This is termed

interaction dominated regime in Ref. [208]. On the other hand, the dynamics is

dominated by the quadratic Zeeman energy when |q| � |c2n̄|. In this case, both

the oscillation period and amplitude is proportional to the inverse of |q| and the

dynamics is finally suppressed at high enough magnetic fields. This regime is called

the quadratic Zeeman regime in Ref. [208].

The coherent spin-mixing dynamics in a spin-1 condensate has been investi-

gated extensively in experiments with 23Na [116] and 87Rb [117, 208] atoms. By

comparing the experimental data with the theoretical model, the authors in those

references have obtained c2 for both species. In Ref. [114] c2 for the spin-1 87Rb

atoms was precisely measured by observing the spin-mixing dynamics between two
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atoms confined in a same site of an optical lattice. From those previous studies,

we take the value of 4πh̄2

3MNa
2.47aB [116] ( 4πh̄2

3MRb
(−1.07)aB [114]) for 23Na (87Rb) in

our experiments. The critical fields in both cases are on the order of 0.2 G with

the typical BEC density of 1013 cm−3.

4.1.3 Mean-field Ground States and Coherent Spin-mixing

Dynamics of a Spin-2 BEC

The second-quantization form of the Hamiltonian for a spin-2 BEC reads

H =

∫
drψ̂†k(r)[− h̄2

2m
∇2 + Vtrap(r)− pk + qk2]ψ̂k(r)+∫

drψ̂†k(r)ψ̂†p(r)[
c0

2
δpqδkl +

c2

2
Fpq · Fkl +

c4

2

(−1)p+q

5
δ−k,pδq,−l]ψ̂q(r)ψ̂l(r),

(4.7)

where c0, c2 and c4 have been defined in Eq. B.5. F here is the spin operator for

the spin-2 object, whose elements are

Fx =



0 1 0 0 0

1 0
√

3
2

0 0

0
√

3
2

0
√

3
2

0

0 0
√

3
2

0 1

0 0 0 1 0


, Fy = i



0 −1 0 0 0

1 0 −
√

3
2

0 0

0
√

3
2

0 −
√

3
2

0

0 0
√

3
2

0 −1

0 0 0 1 0


, Fz =



2 0 0 0 0

0 1 0 0 0

0 0 0 0 0

0 0 0 −1 0

0 0 0 0 2


.

(4.8)

In the mean-field theory, where the annihilation (creation) operator is replaced by

its expectation value 〈ψ̂k〉 = φ(r)e−iµt/h̄ξk for k ∈ (+2,+1, 0,−1,−2), the spin-

dependent energy per particle under the SMA is expressed as

ε =− pm0 + q(4|ξ+2|2 + |ξ+1|2 + |ξ−1|2 + 4|ξ+2|2) +
c2n̄

2
|〈F〉|2 +

c4n̄

2
|〈S〉|2,

(4.9)

where 〈F〉 = ξ†Fξ with ξ = (ξ+2, ξ+1, ξ0, ξ−1, ξ−2)T is the spin expectation value,

〈S〉 =
2ξ+2ξ−2−2ξ+1ξ−1+ξ20√

5
is the spin-singlet pair expectation value, and m0 =

2|ξ+2|2 + |ξ+1|2− |ξ−1|2− 2|ξ−2|2 is the magnetization. The equation of motion for

ξk is given by ξ̇k = δε/δξ∗k.

Similar to that in a spin-1 BEC, the mean-field ground state of a spin-2 BEC

could also be obtained by minimizing the spin-dependent energy per particle in
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Eq. 4.9. However, the situation is much more complex here. Three possible

phases were predicted at a zero magnetic field depending on the value of c2 and

c4 in Ref. [209], namely ferromagnetic phase for c2 < 0 and c4 > 0, nematic phase

for c2 > 0 and c4 < 0, and cyclic phase for c2 > 0 and c4 > 0. When both

parameters are negative the competition between the ferromagnetic phase and the

nematic phase resulting into a phase boundary c4 = 20c2. At a finite magnetic

filed, the direct minimization of the energy is so complicated that it is unpractical.

Another method considering the stationary solutions to the dynamical equation

was provided and reviewed in Ref. [110], which is out of the scope here.

The coherent spin-mixing dynamics has also been studied experimentally with

a 87Rb spin-2 BEC in an uniform magnetic field [115]. Although the coupled

dynamical equations are quite hard to solve, it turns out that c4 � c2 in a 87Rb

spin-2 BEC [114] and some simplified solutions could be obtained with a special

initial state [115]. Nevertheless, we use a numerical method to solve the dynamics

in this work presented in section 4.3.

4.2 Observation of Coherent Spin-mixing Dynam-

ics in an Ultracold Mixture of Two Spin-1

Bosons

In the section, I would describe the first experimental study of a heteronuclear

spinor system in our group. Specifically, we have investigated the coherent spin-

mixing process between two different spin-1 atoms, which turns out to be driven

by the heteronuclear spin-exchange interactions.

4.2.1 Theory

The Hamiltonian we consider here in the second-quantization form reads

H = H1 +H2 +H12, (4.10)



CHAPTER 4. SPIN DYNAMICS IN HETERONUCLEAR SPINMIXTURES AND THERMAL SPINORGASES141

where

Hi =

∫
d~rψ̂†ik(~r)[−

h̄2

2mi

~∇2 + V i
trap(~r)− pik + qik

2]ψ̂ik(~r)+∫
d~rψ̂†ik(~r)ψ̂

†
ip

(~r)[
c0i

2
δpqδkl +

c2i

2
~Fpq · ~Fkl]ψ̂iq(~r)ψ̂il(~r),

(4.11)

and

H12 =

∫
drψ̂†1k(r)ψ̂†2p(r)[

α

2
δpqδkl +

β

2
~Fpq · ~Fkl +

γ

2

(−1)p+q

3
δk,−pδ−q,l]ψ̂2q(r)ψ̂1l(r).

(4.12)

Here 1 (2) labels Na (Rb) and the interaction coefficients are defined in Eqs. B.3

and B.4. Hi includes the single-particle Hamiltonian as well as the intra-species

interactions for i = 1 or 2 and H12 represents the interspecies interactions.

If both species are nearly pure condensates, the above Hamiltonian can be

treated using the SMA in the mean-field level to simplify the problem, as done

in Ref. [130]. However, the double condensates of 23Na and 87Rb are immiscible

at the background scattering lengths [42]. To increase the spatial overlap of the

two clouds, which turns out to be necessary to clearly observe the interspecies

spin mixing, we have utilized a mixture of a 23Na condensate and a ultracold 87Rb

thermal gas in our experiments.

Although the 23Na condensate can still be described by a order parameter, the
87Rb thermal gas should be treated in another way. Following Refs. [118,210], we

use a Boltzmann transport equation to describe the thermal gas. The elements of

Wigner density matrix G are defined as

gab(~r, ~p, t) =

∫
d~r′e−i~p·

~r′/h̄〈ψ̂†2a(~r + ~r′/2)ψ̂2b(~r − ~r′/2)〉t. (4.13)

From the moment of G we can obtain the atomic density by n
(2)
ab (~r, t) = 1

(2πh̄)3

∫
d~pgab(~r, ~p, t).

The general Boltzmann equation for G reads

∂

∂t
G +

~p

m2

· ~∇~rG = i[M,G] +
1

2
{~∇~rM, ~∇~pG}+ Ic, (4.14)

where M is the interaction potential, whose expression is M = −p2Fz + q2F
2
z +

[V 2
trap + c02Tr(n(2)) + α

2
Tr(n(1))]1 + c02n

(2) + c22(~Fn(2) · ~F + Tr(~Fn(2)) · ~F) + β
2
~Fn(1) ·

~F + γ
2
U(1), and Ic is the collisional integral which is neglected in our treatment.

(See the derivation and discussion in Appendix.) Here n
(1)
ab = 〈ψ̂†1a(~r)ψ̂1b(~r)〉t and

U
(1)
ab = (−1)a+b

3
n

(1)
(−a)(−b).
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The Heisenberg equation of motion for the condensate reads

ih̄
∂ψ̂1a

∂t
=− [H, ψ̂1a ]

=[− h̄2

2m1

~∇2 + V i
trap(~r)− pik + qik

2 + c01Tr(n(1))]ψ̂1a + c21〈~F〉(1) · (~Fψ̂1)a

+ [
α

2
Tr(n(2)) +

β

2
Tr(~Fn(2)) · ~F]ψ̂1a + (U(2)ψ̂1)a,

(4.15)

where n(2) and U(2) have the same definition as n(1) and U(1) with the replacement

of 23Na by 87Rb and ψ̂1 = (ψ̂1+1 , ψ̂10 , ψ̂1−1)
T .

Starting from Eqs. 4.14 and 4.15, we use the SMA for the condensate in the

mean-field limit and a SMA ansatz for the thermal gas to separate the spin dynam-

ics from the spatial degree of freedom: ψ̂1i → φ1(~r)e−iµ1t/h̄ξi(t) and gab(~r, ~p, t) =

g̃(~r, ~p)σab(t), where g̃(~r, ~p) is a Maxwell distribution of the thermal gas in the har-

monic trap. Thus we have n
(1)
ab (~r, t) = |φ(~r)|2ξ∗aξb ≡ |φ(~r)|2τ ab(t) and n

(2)
ab (~r, t) =

1
(2πh̄)3

∫
d~pg̃(~r, ~p)×σab(t) (see section 4.3 for the ansatz of gab(~r, ~p, t)). Substituting

these expressions into the above equations we could obtain

∂

∂t
σ = i[M̃TG,σ], (4.16)

∂

∂t
τ = i[M̃BEC , τ ], (4.17)

where M̃TG = −p2Fz + q2F
2
z + c22n̄

(2)(~Fσ · ~F + Tr(~Fσ) · ~F) + β
2
n̄(12)

√
N1

N2

~Fτ · ~F +

γ
2
n̄(12)

√
N1

N2
U

(1)
ξ and M̃BEC = −p1Fz + q1F

2
z + c21n̄

(1)Tr(~Fσ) · ~F + β
2
n̄(12)

√
N2

N1

~Fσ ·
~F + γ

2
n̄(12)

√
N2

N1
U(2)
σ . Here Ni =

∫
d~rTr(n(i)), n̄(i) =

∫
d~rTr(n(i))2/Ni, and n̄(12) =∫

d~rTr(n(1))Tr(n(2))/
√
N1N2. The details of the derivation could be found in the

Appendix. Based on these two sets of equations, we could numerically solve the

dynamics.

4.2.2 Unique Features of The Spin-mixing Dynamics in

The Spin-1 Mixtures

There are several unique features in our system I want to highlight here.

Obviously, one profound feature of the spinor mixtures compared to the single-

species spin-1 gases is the additional two-body scattering channel with the to-

tal spin 1. Considering the elementary scattering processes in the single-species
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Process Interaction Energy ∆EZ

2 |0Na〉 ↔ |+1Na〉+ |−1Na〉 c21n̄
(1) 2q1

2 |0Rb〉 ↔ |+1Rb〉+ |−1Rb〉 2c22n̄
(1) 2q2

|0Na〉+ |−1Rb〉 ↔ |−1Na〉+ |0Rb〉 β
2
n̄(12) p1 − p2 + q1 − q2

|0Na〉+ |+1Rb〉 ↔ |+1Na〉+ |0Rb〉 β
2
n̄(12) −p1 + p1 + q1 − q2

|−1Na〉+ |+1Rb〉 ↔ |+1Na〉+ |−1Rb〉 γ
6
n̄(12) 2(−p1 + p2)

|0Na〉+ |0Rb〉 ↔ |−1Na〉+ |+1Rb〉 β+γ/3
2

n̄(12) p1 − p2 + q1 + q2

|0Na〉+ |0Rb〉 ↔ |+1Na〉+ |−1Rb〉 β+γ/3
2

n̄(12) −p1 + p2 + q1 + q2

Table 4.2: All the possible elementary scattering processes: two homonuclear ones

and five heteronuclear ones. The corresponding spin-dependent interaction ener-

gies and the changes of the Zeeman energies are also included.

case, only 2 |0〉 ↔ |−1〉 + |1〉 are relevant, where |m〉 represent the state with the

hyperfine spin 1 and magnetic quantum number m (m = +1, 0,−1). While in

the spinor mixtures, more relevant processes can be driven, like
∣∣m(1),m(2)

〉
↔∣∣m′(1),m′(2)

〉
(m(1) 6= m(2),m′(1) 6= m′(2)), where m(1) +m(2) = m′(1) +m′(2) to con-

serve the axisymmetry, . Here m(1) (m(2)) is the projection of the corresponding

hyperfine spin along the magnetic field. As a result, another γ term describing the

singlet-pairing processes appears in the spin-dependent interaction Hamiltonian.

Also we can easily identify that |+1,−1〉 ↔ |−1,+1〉 is only driven by this term,

which may be used to measure the value of γ if we can isolate that process. In

our system, the values of (α, β, γ) are calculated to be 4πh̄2aB
2µ
× (78.9,−2.5, 0.06).

Since γ � β, the former would be neglected in our discuss from now on but we

keep it in our calculation.

Another important aspect of the spin-1 mixtures is the Zeeman energies, which

compete with the spin-dependent interaction energies giving rise to rich spin-

mixing dynamics. In the single-species spinor gases, the linear Zeeman term could

be gauged out due to the conservation of the magnetization and only the quadratic
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Zeeman term is important. However, in our spin-1 mixtures, both the linear and

quadratic Zeeman energies are preserved since only the total magnetization is con-

served. More profoundly, this feature can be utilized to isolate the heteronuclear

spin-mixing processes from the homonuclear ones. To see this point clearly, I

list all the possible elementary scattering processes in Table 4.2. There are to-

tally two homonuclear spin-mixing processes and five heteronuclear ones. The

corresponding spin-dependent interaction energies and the changes of the Zeeman

energies (∆EZ) are also shown. To observe significant amplitudes of the spin-

mixing processes, the spin-dependent interaction energies should be comparable

with ∆EZ , where the former are typically on the order of h×Hz. ∆EZ versus

the magnetic field (B) are plotted in Fig. 4.3a. At the low fields (B <0.5 G),

all the processes are strongly mixed and we expect to observe very complex dy-

namics. When the magnetic field are gradually increased to more than 1 G, all

of the processes are suppressed due to the large ∆EZ except two heteronuclear

processes: |0Na〉+ |−1Rb〉 ↔ |−1Na〉+ |0Rb〉 and |0Na〉+ |0Rb〉 ↔ |−1Na〉+ |+1Rb〉.
A zero-crossing of ∆EZ located around 1.691 G (0.99 G) is identified and marked

(pink circle) in the figure for the former (later) process. These two points give us

the possibility to isolate the heteronuclear processes and simplify the dynamics.

The last interesting feature is the possibility of controlling the heteronuclear

spin mixing with the species-dependent vector light shifts [141]. The quantum con-

trol of spinor dynamics using microwaves has been successfully demonstrated with

single-species gases [211, 212] and this powerful technique has many applications,

such as exploring the spin fluctuations [213], quenching the system through the

quantum phase transition point [214], and studying the phase diagram [215]. Op-

tical method has also been proposed for the single-species spinor gases by utilizing

the tensor light shifts [216]. Since all of these methods deal with the quadratic Zee-

man energy q, typically large Rabi frequencies induced by the microwave or optical

fields are necessary to provide enough shifts of q, which may short the lifetimes of

the trapped gases. As a comparison, we can play with the species-dependent linear

Zeeman energies in a spin-1 mixture and thus it is much easier to be implemented

in experiments. Actually a simple tuning of the polarizability of the trapping light

is afforded to induce significant changes of the vector light shifts, which can be

regarded as being induced by a effective magnetic field along the real external field

direction. In next subsection, we would show that this effect is much more pro-

found for 87Rb by a factor of two orders of magnitude. An example is shown in Fig.
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4.3b, where the tunability of ∆EZ for the process |0Na〉+ |−1Rb〉 ↔ |−1Na〉+ |0Rb〉
by the effective field is demonstrated. In the figure Beff is only for 87Rb, which

can change the position of the zero-crossing. It can be pushed from the original

position (1.691 G) to a either higher or lower field. On the lower-field side, it even

vanishes when Beff <−0.21 mG.
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Figure 4.3: The changes of the Zeeman energies (∆EZ) associated with the ele-

mentary scattering processes versus the magnetic field (B) as well as the influence

of the effective field (Beff ).

(a) ∆EZ versus B. The 23Na and 87Rb states are indicated with the orange and magenta

color, respectively. Totally 7 different curves are included, where 2 of them are for the

homonuclear spin-mixing processes (dashed lines) and the others are for the heteroculear

case (solid lines). Two zero-crossings are marked using pink circles.
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4.2.3 Experimental Observations

Based on above considerations, it is promising to cleanly observe the process |0Na〉+
|−1Rb〉 ↔ |−1Na〉 + |0Rb〉 around 1.691 G, where other processes are suppressed.

What’ s more, we could control this process via the vector light shifts.

A Simplified Model

Before we discuss the experimental details, let me introduce simplified equations

for the dynamics where only the above process happens. The spin-dependent

Hamiltonian in this case reads

H =

∫
d~r{ψ̂†1−1

(~r)(p1 + q1)ψ̂1−1(~r) + ψ̂†2−1
(~r)(p2 + q2)ψ̂2−1(~r)

+
β

2
[ψ̂†10(~r)ψ̂

†
2−1

(~r)ψ̂20(~r)ψ̂1−1(~r) + ψ̂†1−1
(~r)ψ̂†20(~r)ψ̂2−1(~r)ψ̂10(~r)]}.

(4.18)

The Heisenberg equation of motion reads

ih̄
∂

∂t
ψ̂10 =

β

2
ψ̂†2−1

ψ̂20ψ̂1−1 ; (4.19)

ih̄
∂

∂t
ψ̂1−1 =(p1 + q1)ψ̂1−1 +

β

2
ψ̂†20ψ̂2−1ψ̂10 ; (4.20)

ih̄
∂

∂t
ψ̂20 =

β

2
ψ̂†1−1

ψ̂2−1ψ̂10 ; (4.21)

ih̄
∂

∂t
ψ̂2−1 =(p2 + q2)ψ̂2−1 +

β

2
ψ̂†10ψ̂20ψ̂1−1 . (4.22)

Of course we could employ the Boltzmann transport equation for the thermal gas

and the G-P equation for the BEC to obtain the coupled differential equations.

However, it is equivalent to replace the annihilation and creation operators with

their means with the SMA which would give

ih̄ξ̇0 =
βn̄(12)

2

√
N2/N1η

∗
−1η0ξ−1,

ih̄ξ̇−1 =(p1 + q1)ξ−1 +
βn̄(12)

2

√
N2/N1η

∗
0η−1ξ0,

ih̄η̇0 =
βn̄(12)

2

√
N1/N2ξ

∗
−1ξ0η−1,

ih̄η̇−1 =(p2 + q2)η−1 +
βn̄(12)

2

√
N1/N2ξ

∗
0ξ−1η0,

(4.23)

where N1 is the atom number and |ξ0|2 + |ξ−1|2 = 1 for 23Na, and N2 is also the

atom number and |η0|2 + |η−1|2 = 1 for 87Rb. Introducing ξ0 =
√
ρ1e

iθ0 , ξ−1 =
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√
1− ρ1e

iθ−1 , η0 =
√
ρ2e

iα0 , η−1 =
√

1− ρ2e
iα−1 , and θ = α0 − α−1 − θ0 + θ−1, we

could obtain

N1ρ̇1 = −N2ρ̇2 =
βn̄(12)

√
N1N2

h̄

√
ρ1(1− ρ1)ρ2(1− ρ2) sin θ,

θ̇ =
p2 − p1 + q2 − q1

h̄
+
βn̄(12)

2h̄

N1ρ1(1− ρ1)(2ρ2 − 1)−N2ρ2(1− ρ2)(2ρ1 − 1)√
N1N2ρ1(1− ρ1)ρ2(1− ρ2)

cos θ.

(4.24)

So the quantity m = N1ρ1 +N2ρ2 is conserved due to the conservation of the total

magnetization (N1 + N2 − m). Then by introducing ρ = N1ρ1 − N2ρ2 we could

rewrite the equations as

ρ̇ =
βn̄(12)

2h̄
√
N1N2

√
(m2 − ρ2)(2N1 − ρ−m)(2N2 + ρ−m) sin θ,

θ̇ =
p2 − p1 + q2 − q1

h̄
+

βn̄(12)

2h̄
√
N1N2

(ρ+m)(2N1 − ρ−m)(m− ρ−N2)− (m− ρ)(2N2 −m+ ρ)(ρ+m−N1)√
(m2 − ρ2)(2N1 − ρ−m)(2N2 + ρ−m)

cos θ.

(4.25)

These two coupled equations is quite similar to those in Eq. 4.5 and following the

treatment there we could conclude that ρ oscillates periodically and a resonance

of the oscillation may be observed. Actually analytic solutions for ρ could be

obtained using the elliptic integral [207]. However, here the involved Zeeman

energy p2−p1+q2−q1 could be either positive or negative and we expect to have two

resonances where the oscillation period and amplitude have local maximums [116].

The Initial State and Interaction Parameters

It is idea that we could prepare a initial state like (
√

1− ρ0,
√
ρ0e

iθ0 , 0) (0 < ρ0 < 1)

for both species, where the state is represented by the spin configuration. However,

it is impossible to do this with a simple spin rotation described in the subsection

2.5.2. Our scheme is to keep the population of mf = +1 as small as possible:

Rotate the spin starting from (0, 0, 1) (|f = 1,mf = −1〉) by a RF pulse with the

pulse area of π/3 to (−1/4,−i
√

6/4, 3/4). This gives the initial conditions for σ

and τ :

σ(0) = τ (0) =


1/16 i

√
6/16 −3/16

−i
√

6/16 3/8 i3
√

6/16

−3/16 −i3
√

6/16 9/16

 . (4.26)
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Also the initial conditions of Eq. 4.25 are given to be ρ(0) = 3
8
(N1 − N2),m =

3
8
(N1 +N2), and θ = 0 respectively.

Typically we have N1 = 1.0 × 105 and N1 = 6.3 × 104. In the final trap,

the measured trap frequencies for 23Na and 87Rb are 2π × (98, 190, 168) Hz and

2π × (110, 215, 190) Hz respectively. The temperature of the 87Rb thermal gas

is measured to be ∼100 nK above its BEC transition temperature. We assume a

Thomas-Fermi distribution for the 23Na condensate and a Gaussian distribution

for the 87Rb thermal gas. The mean densities are calculated to be n̄(1) = 5.9×1013

cm−3 and n̄(2) = 6.5 × 1012 cm−3. Taking the gravitational sag of the two atomic

clouds into consideration, we have also determined the density overlap n̄(12) to

be 1.2 × 1013 cm−3. Then c21n̄
(1) = h×14.19 Hz, c22n̄

(2) = −h×0.18 Hz, βn̄(12) =

−h×5.54 Hz, and γn̄(12) = h×0.13 Hz.

Coherent Heteronuclear Spin-mixing Dynamics

By varying the holding time in our FORT with the above initial states and detect-

ing the spin populations with a species-dependent Stern-Gerlach experiment, we

could obtain the time evolution of the spin populations. An example at a mag-

netic field of 1.9 G is given in Fig. 4.4, where nearly three periods of oscillation are

shown. Every point in the figure is an average of three measurements. We could

clearly see that the fractional population, Nimf
/Ni (i = 1, 2), periodically oscil-

lates between mf = −1 and mf = 0 sub-levels for both species. The population

of mf = +1 keeps almost constant during the evolution. We also show the time

evolution of the fractional magnetizations defined as (Ni+1 − Ni−1)/Ni (i = 1, 2),

where out-of-phase oscillations are observed. From the data we could say we have

observed coherent heteronuclear spin-mixing dynamics. The conservation of the

total fractional magnetization (N1+1 +N2+1 −N1−1 −N2−1)/(N1 +N2) is shown on

the bottom of Fig. 4.4, where the small fluctuation on the order of 0.01 is due to

the uncertainty of our preparation of the initial states.

We have systematically measured this dynamics with magnetic fields ranging

from 1.0 G to 2.1 G, where the corresponding ∆EZ (p2 − p1 + q2 − q1) varies from

h×140.85 Hz to −h×174.28 Hz monotonically. Close to the lower bound, other two

processes may be involved due to the small ∆Ez, namely 2 |0Rb〉 ↔ |+1Rb〉+|−1Rb〉
and |0Na〉+|0Rb〉 ↔ |−1Na〉+|+1Rb〉. However, the oscillation amplitudes would be

limited by the relative large ∆Ez and the small 87Rb mf = +1 population for the
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former process. In the latter case, the oscillation periods would be large compared

to those of the interested process and also their amplitudes are limited by the

small 87Rb mf = +1 population. On the other hand, the dynamics is expected to

agree more with the simplified model described in Eq. 4.25 when we are close to

the upper bound. The experimental results as well as the theoretical calculations

of the magnetic-field dependence of the dynamics are shown in Fig. 4.5.

The spin population oscillations at three different magnetic fields, 1.5 G,1.7 G,

and 1.9 G, are compared in Fig. 4.5a. Near the zero-crossing, both the oscillation

period and amplitude become larger than those at fields away from the zero-

crossing. We also note that the initial phase of the oscillation is changed by π

when the magnetic field crosses some critical point. We could understand it from

the simplified model in Eq. 4.25, where the initial phase of the oscillation of the

population of the 23Na mf = 0 state or the 87Rb mf = −1 state is same as that of ρ.

Since β < 0, the initial phase is solely determined by sin[θ(∆t)] (∆t � 1), hence
p2−p1+q2−q1

h̄
+ βn̄(12)

2h̄
√
N1N2

(ρ(0)+m)(2N1−ρ(0)−m)(m−ρ(0)−N2)−(m−ρ(0))(2N2−m+ρ(0))(ρ(0)+m−N1)√
(m2−ρ(0)2)(2N1−ρ(0)−m)(2N2+ρ(0)−m)

.

This quantity would change sign at some critical field, 1.692 G in our case. For real

experiments the critical field is at ∼1.655 G. Significant damping of the oscillation

is observed at all fields. So the data is fitted with a damped sinusoidal function to

extract the oscillation period and amplitude, as well as the damping time constant,

of which we don’t have any good understanding now.

In Figs. 4.5b and 4.5c, we summarize the oscillation period and amplitude at

different magnetic fields respectively. Also we show the simulation results of the full

and simplified many-body model. We have identified one peak for the oscillation

period at ∼1.65 G, near which the time evolution curve becomes non-sinusoidal.

For the oscillation amplitude, the data suggests two local maximums and one local

minimum in between them. We could recover these features qualitatively from

our simplified model. However, the quantitative deviations become severe near

the zero-crossing. Specifically, it looks like that those maximum and minimum

positions are shifted left in the real experiments. This could be captured partly

within our full many-body model, where the divergence of the oscillation period at

the resonance in the simplified model disappears. A small kink of the oscillation

period appears on the right side of the resonance in both models, which is hard to

be confirmed in experiments. The two-peak feature of the oscillation amplitude is

consistent between both models and the experiment, while the experimental data

lies higher than the theoretical curves.
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Figure 4.4: Coherent heteronuclear spin-mixing dynamics at 1.9 G. The top

two figures show the fractional spin populations (left) and fraction magnetiza-

tion (right) oscillations of 87Rb. Open orange squares, open red circles, and open

olive triangles are for mf =-1, 0, and +1, respectively. The middle two figures are

for 23Na and the shape code is similar as the top figures. The bottom figure shows

the total fractional magnetization. The solid curves are for eye guiding and the

error bars are from statistics of three measurements.
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Figure 4.5: The magnetic-field dependence of the coherent heteronuclear spin-

mixing dynamics. a, The time evolution of the fractional spin populations of the

87Rb mf = −1 state (open orange circles) and the 23Na mf = 0 state (open

magenta squares) at magnetic fields of 1.5 G, 1.7 G and 1.9 G. The solid curves

are fits to a damped sinusoidal function and the error bars are from statistics of

several experimental shots. b and c, The oscillation period and amplitude versus

the magnetic field (black rhombuses). Solid blue (red) curve is the simulation

result based on the full (simplified) many-body equations and the error bars are

from the fitting uncertainties. A kink appears for the oscillation period in both

models which are indicated by violet circles.
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4.2.4 Vector-light-shift Control of The Dynamics

The light shift of the atomic state |f,mf〉 in an optical electric field E(~r) =

ε̂E+(~r)e−iωt + c.c. can be expresses as [140]

U(f,mf ;ω) = −α0(f ;ω)|E+|2−α1(f ;ω)(i ~E−× ~E+)z
mf

f
+α2(f ;ω)

3|E+z |
2 − |E+|2

2

3m2
f − f(f + 1)

f(2f − 1)
,

(4.27)

where ε̂ is the unit polarization vector and ~E+(−) = ε̂E+(−). The magnetic field

is along the z direction. α0, α1, and α2 are called scalar, vector, and tensor

polarizability respectively. The expressions for them are

α0(f ;ω) =
∑
f ′

2ωf ′f

∣∣∣〈f | ~d |f ′〉∣∣∣2
3h̄(ω2

f ′f − ω2)

≈
∑
J ′

2ωJ ′J

∣∣∣〈J | ~d |J ′〉∣∣∣2
3h̄(ω2

J ′J − ω2)
,

α1(f ;ω) =
∑
f ′

(−1)f+f ′+1

√
6f(2f + 1)

f + 1

{
1 1 1

f f f ′

}
ωf ′f

∣∣∣〈f | ~d |f ′〉∣∣∣2
h̄(ω2

f ′f − ω2)

≈
∑
J ′

(−1)−2J−J ′−f−I+1

√
6f(2f + 1)

f + 1
(2J + 1)

{
1 1 1

J J J ′

}{
J J 1

f f I

}
ωJ ′J

∣∣∣〈J | ~d |J ′〉∣∣∣2
h̄(ω2

J ′J − ω2)
,

α2(f ;ω) =
∑
J ′

(−1)f+f ′

√
40f(2f + 1)(2f − 1)

3(f + 1)(2f + 3)

{
1 1 2

f f f ′

}
ωf ′f

∣∣∣〈f | ~d |f ′〉∣∣∣2
h̄(ω2

f ′f − ω2)

≈
∑
J ′

(−1)−2J−J ′−f−I

√
40f(2f + 1)(2f − 1)

3(f + 1)(2f + 3)
(2J + 1)

{
1 1 2

J J J ′

}{
J J 2

f f I

}

×
ωJ ′J

∣∣∣〈J | ~d |J ′〉∣∣∣2
h̄(ω2

J ′J − ω2)
.

(4.28)

Here
{
· · ·
}

is the Wigner 6 − j symbol. The approximation results are obtained

for large detuning case, which coincides with our case of 23Na and 87Rb atoms

in the 1064 nm optical dipole trap. We only consider the D-lines for the above

summation and the non-scalar light shifts of 23Na atoms are neglected due to their

much larger detuning. The exact values are αRb
1 (1;ω) = −1.25 × 10−40 C · m2/V

and αNa
1 (1;ω) = −1.19× 10−42 C ·m2/V� αRb

1 (1;ω).
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Let’s omit the tensor part from now on. Generally, ε̂ =

(
cos θ

sin θeiγ

)
using the

Jones vector. γ = 0 is corresponding to the linearly polarized light. θ = π/4

and γ = ±π/2 are for the σ± light. We have i ~E− × ~E+ = −|E+|2 sin 2θ sin γk̂

where k̂ is the unit vector along the propagating direction. With our trapping

light propagating in the horizontal plane, the vector light shift is always zero in a

vertical magnetic field. Only when the polarization contains circular part and the

magnetic field is set in the horizontal plane, the vector light shift is nonzero. In

our experiments, we have inserted a quarter wave-plate into one of the beam paths

of our crossed optical trap to control the polarization of it. The direction of the

magnetic field is changed from the vertical axis to the horizontal plane along the

imaging path. So the angle φ between the light propagating direction and z axis

is 30.5◦. The vector light shift reads αRb
1 (1;ω) sin 2θ sin γ cosφ|E+|2mf/f . In our

setup, we have γ = π/2 and θ is controlled by the wave-plate. This vector light

shift is effectively a linear Zeeman energy corresponding to a effective magnetic

field Bac =
αRb
1 (1;ω) sin 2θ cosφ|E+|2

fgfµB
.

The experimental results are shown in Fig. 4.6, where we have demonstrated

the controllability with effective magnetic fields (Bac) of −0.32 mG, −0.16 mG,

−0.08 mG, 0 mG, 0.16 mG, and 0.32 mG. As we have seen in the subsection 4.2.2,

the zero-crossing of ∆EZ is pushed to the higher (lower) field side with positive

(negative) Bac. It eventually vanishes for Bac <−0.21 mG. This feature is recalled

in Fig. 4.6a where five out of our six Bac still have zero-crossings (dashed vertical

lines) and ∆EZ ≤ −h̄×79 Hz for Bac = −0.32 mG. So the resonant feature of the

oscillation period vanishes in this case and the system behaves like a off-resonantly

driven two-level model: T ≈ h/|∆EZ | and only a wide peak appears. With other

five Bac, we still have narrower peaks and the peak positions are changed according

to the positions of the zero-crossing.

4.2.5 Summary

In summary, we have observed the heteronuclear spin-mixing dynamics for the

first time and the magnetic-field dependence of one such process has also been

investigated. One-peak structure and two-peak structure are identified in the

oscillation period and amplitude, respectively. They are compared with a many-

body theory as well as a simplified model and we have found good agreements
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qualitatively and partially quantitatively. We also demonstrated a new tool to

control the dynamics in spinor gases, namely the vector light shift. This work has

been published in [120] where I was the second author. I mainly contributed to

the data collection and analysis and the effect of the vector light shift was also

suggested by me.
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 B a c = - 0 . 3 2 m G

Figure 4.6: The quantum control of the heteronuclear spin-mixing dynamics with

the species-dependent vector light shifts. a, We recall the tuning of ∆EZ with Bac

of −0.32 mG (solid red curve), −0.16 mG (solid magenta curve), −0.08 mG (solid

blue curve), 0 mG (solid black curve), 0.16 mG (solid olive curve), and 0.32 mG

(solid orange curve). The zero-crossings are indicated by vertical dashed lines. b,

The tuning of magnetic-dependence of the oscillation period with Bac. The solid

curves are guiding for eye.
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4.3 Thermal Spinor Gases of 87Rb

In this section, I would like to present our study of normal spinor gases, also fo-

cusing on the coherent spin-mixing dynamics. Specifically, we have systematically

studied the magnetic-field dependence of the coherent spin-mixing dynamics of the
87Rb spin-1 and spin-2 normal gases. In both cases we have identified a resonance

where the spin-dependent interaction energy is comparable with the quadratic Zee-

man energy. To understand the dynamics a Boltzmann transport equation is used

and we find good agreements between the experiment and the theory.

4.3.1 Theory For The Normal Spinor Gases

As we have done in the previous section, a Boltzmann transport equation is needed

to describe the normal spinor gases. Let’ s recall the general equation in Eq. 4.14:

∂

∂t
G +

~p

m
· ~∇~rG = i[M,G] +

1

2
{~∇~rM, ~∇~pG}+ Ic, (4.29)

where similarly G is the Wigner density matrix and Ic is the collisional integral.

The interaction potential, M, reads qF2
z + [Vtrap + c0Tr(n)]1 + c0n + c2[~Fn · ~F +

Tr(~Fn) · ~F] + 2c4U. Here q term is the quadratic Zeeman energy, Vtrap is the

trapping potential, n is the matrix of the atomic density, and c0, c2 and c4 are the

spin-independent interaction coefficient, the spin-exchange interaction coefficient

and the singlet-pairing coefficient. The factor of 2 appears in front of the singlet-

pairing term is due to the equal contribution from the Hartree and Fock terms.

For spin-1 gases, this term vanishes with c4 = 0.

The idea of SMA, decoupling the spins from the external motions, can be

generalized to the normal spinor gases under proper experimental conditions. In

the case of a condensate, the SMA requires that the condensate size is much smaller

than the spin healing length 2πh̄/
√

2m|c2|n as well as the magnetic healing length

2πh̄/
√

2m|q|n. In the normal gases, if the spatial motion of atoms is much faster

than the internal dynamics, namely ωx,y,z � c2n and q, we could remove the

external motion by averaging the Wigner density matrix over the trap oscillation.

In this case, we could make the ansatz

gab(~r, ~p, t) = exp

{
−~p

2/2m+ Vtrap(~r)

kbT

}
σab(t)/Z,
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where Z is chosen such that Tr(σ) = 1 and
∫
d~pd~rTr[G(~r, ~p, t)]/(2πh̄)3 = N . Here

T is the temperature and N is the total atom number. The matrix of the atomic

density is reduced to nab(~r, t) = (mkbT
2πh̄2

)3/2 exp
{
−Vtrap(~r)

kbT

}
σab(t)/Z. Substituting

this ansatz into the transport equation we have

σ̇ = i[M,σ] = i[M̃,σ], (4.30)

where M̃ = qF2
z + c2n̄[~Fσ · ~F + Tr(~Fσ) · ~F] + 2c4n̄Uσ with n̄ =

∫
d~rTr(n)2/N .

In the spin-1 case, it is easy to explicitly show that ~FA · ~F − Tr(~FA) · ~F =

Tr(A)−A for any 3× 3 matrix A. So we have [~Fσ · ~F,σ] = [Tr(~Fσ) · ~F,σ] and

M̃ = qF2
z+2c2n̄Tr(~Fσ) ·~F. This would give rise to the coincidence of the equation

of motion for normal gases and condensates except for the factor of 2 appearing in

front of the spin-dependent interaction term in the former case. In Ref. [118], this

has been experimentally verified with a 23Na spin-1 normal gas. Here we could

provide further experimental evidence by exploring the 87Rb spin-1 normal gas.

In the spin-2 case, we don’t have ~FA · ~F−Tr(~FA) · ~F = Tr(A)−A in general.

However, if Aab = BaCb where ~B and ~C are vectors, we still have [~FA · ~F,A] =

[Tr(~FA) · ~F,A]. In our case, the spin matrix σ could be written as σ = ξξ† where

ξ is the atomic spin state and thus [~Fσ · ~F,σ] = [Tr(~Fσ) · ~F,σ]. We arrive at

the same conclusion as that in the spin-1 case. Experimentally we have confirmed

the factor of 2 directly in the spin-2 case by measuring the relation between the

oscillation amplitude and the atomic density in the regime of dominated quadratic

Zeeman energy.

4.3.2 Experimental Observations

Experimental Procedures and Initial Conditions

We start with pure thermal gases of |f = 1,mf = −1〉 atoms with a total atom

number of 3.0(3) × 105. The measured final trap frequencies are (ωx, ωy, ωz) =

2π×(150, 172, 75)Hz and the temperature is just∼50 nK above the BEC transition.

Thus the typical atomic mean density n̄ = 3.0× 1013 cm−3.

To investigate the spin-1 case, we initialize the spin dynamics by directly ap-

plying a resonant RF π/2-pulse to transfer the sample to the fully transversely

magnetized initial state ξ = (1
2
, 1√

2
, 1

2
)T . Here ξi =

√
ρi exp{iθi} with ρi and θi as
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the fractional populations and phase in hyperfine spin i (i = +1, 0,−1). So the

initial spin density matrix reads

σ(0) =


1/4

√
2/4 1/4

√
2/4 1/2

√
2/4

1/4
√

2/4 1/4

 .

The fractional magnetization is defined as m0 = ρ+1 − ρ−1 which is conserved

during the time evolution.

To study the spin-mixing dynamics in the spin-2 case, we first transfer the

atoms to the |2,−2〉 hyperfine state with a microwave rapid adiabatic passage at

a magnetic field of 1.3 G with a near-unity efficiency. The magnetic field is then

ramped adiabatically to some desired value before a fully transversely magnetized

initial state ξ = (1
4
, 1

2
,
√

6
4
, 1

2
, 1

4
)T is prepared with a RF π/2-pulse pulse and the

corresponding initial spin density matrix is

σ(0) =



1/16 1/8
√

6/16 1/8 1/16

1/8 1/4
√

6/8 1/4 1/8
√

6/16
√

6/8 3/8
√

6/8
√

6/16

1/8 1/4
√

6/8 1/4 1/8

1/16 1/8
√

6/16 1/8 1/16


.

The magnetization is defined as m0 = 2ρ+2 + ρ+1 − ρ−1 − 2ρ−2 in this case.

After the initialization of the spin state, we hold it in our FORT for a range

of time to let the system evolve and then we image the atoms with the spin-

sensitive absorption imaging after a ballistic expansion of 12 ms. The fraction spin

populations are extracted from the image with ρi = Ni/N .

Spin-1 Case

In the spin-1 case, we have systematically studied the coherent spin-mixing dy-

namics at magnetic fields ranging from 0.1 G to 0.3 G. The quadratic Zeeman

energy q scales as h × 72B2 Hz/G2 (h×0.72 Hz∼6.48 Hz). On the other hand,

2c2n̄ = −h×1.45 Hz with our typical density.

Generally we observe long-lived coherent oscillations of the fractional popula-

tion at all magnetic fields. As examples, in Figs. 4.7 (a) and (b), we show the time

evolution of ρ0 at 0.1 G and 0.18 G respectively. Clearly, the dependence of the



CHAPTER 4. SPIN DYNAMICS IN HETERONUCLEAR SPINMIXTURES AND THERMAL SPINORGASES159

0 1 2 3

0.5

0.6

0.7

 

 


0

Time (s)

0 1 2 3

0.5

0.6

0.7

Time (s)


0

 

(a) 

(b) 

(c) 

(d) 

0.1 0.2 0.3
0.0

0.1

0.2

0.3

0.4

0.5

 

 

P
e

ri
o

d
 (

s
)

Magnetic field (G)

0.1 0.2 0.3
0.0

0.1

0.2

0.3

 

 

A
m

p
lit

u
d

e

Magnetic field (G)

Figure 4.7: The coherent spin-mixing dynamics in a 87Rb thermal spin-1 gas and

its magnetic-field dependence.

spin-mixing dynamics on the magnetic field is demonstrated. Since the equation

of motion here is almost same as that in the condensate, we could understand

our observation with Eq. 4.5 where c2 is replaced by 2c2. At low fields of the

interaction dominated regime (q � 2|c2n̄|), the oscillation period is intrinsically

determined by 2c2n̄ and this is the case in Fig. 4.7 (a). On the other hand, the

oscillation period is proportional to 1/q in the quadratic Zeeman regime where

q � |2c2n̄|, as shown in Fig. 4.7 (b). In both cases, the oscillation lasts for more

than 5 s, although only data in first 3 s is presented here. The oscillation becomes

non-periodic severely for data beyond 3 s, maybe due to the significant loss of the

atom number. We fit our data to a damped sinusoidal function to extract the

oscillation period and amplitude.

The oscillation period and amplitude at all our magnetic fields are collected and

summarized in Figs. 4.7 (c) and (d) respectively. With our initial state (ρ0(0) =

0.5, θ(0) = 0 in Eq. 4.5), the critical value of q is −2c2n̄ that is irrelevant with m0.

This gives Bc ∼1.42 G, which is confirmed by the maximum observed oscillation

period and amplitude. However, the divergence of the resonant period is removed

here due to the finite m0 of our initial state. Our data is also compared with

the theoretical result (solid blue curves) in the figure, where excellent agreements

could be found for both the period and amplitude. The solid curves are fits Eq.
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4.30 with c2 as the only fitting parameter, where the mean density is from our

measurement and m0 = 0.06(2) due to the imperfect RF π/2−pulse. We obtain

c2 = 4πh̄2

3m
(−1.00± 0.12)aB, which is consistent with previous values [114,117].

Spin-2 Case

We can have more spin-mixing channels in a spin-2 gas, which give rise to two

spin-dependent interaction parameters c2 and c4. In a 87Rb gas, c2 > 0, c4 < 0 and

c2 � |c4| [114,115]. With our typical density, 2c2n̄ = h×4.6 Hz and q = −h×72B2

Hz/G2. Although generally there are no analytic solutions to the equation of

motion in this case, we could numerically integrate the equations to simulate the

dynamics. Another feature is that the lifetime of a 87Rb spin-2 gas in our setup is

limited to 0.5 s by the spin-relaxation processes [217]. We note that the time scale

for the spin-mixing dynamics (h̄/2c2n̄ ∼30 ms) is much shorter than the lifetime,

which makes our theoretical model still working. Similarly, we have carried our

the measurements at magnetic fields ranging from 1.0 G to 0.6 G and we present

the results in Fig. 4.8.

In Fig. 4.8 (a) and Fig. 4.8 (b) we show the time evolution of all the fractional

spin population within 100 ms at 0.1 G and 0.45 G respectively. Since c2 � |c4|, we

could omit the latter term with our initial state in discussions here. The problem

becomes almost the same as that in the spin-1 case qualitatively. The quadratic

Zeeman term favors the ferromagnetic state for q < 0, while the c2 term favors

the polar state for c2 > 0. The competition between these two energies lead to

a resonant behavior at some critical magnetic field. Actually previous studies in

Refs. [115, 218] on the 87Rb spin-2 BEC with the same initial sate as ours have

given approximated analytic results in two limiting cases: the mean field regime

with |q| � 2c2n̄ and the quadratic Zeeman regime with |q| � 2c2n̄. In the low field

regime, only the process 2 |2, 0〉 ↔ |2,+2〉 + |2,−2〉 happens and the populations

in |2,±1〉 are not changed. The oscillation period is predominately fixed by the

spin-dependent interaction which the amplitude is proportional to q. This is the

case shown in Fig. 4.8 (a). At high magnetic fields, the dynamics are dominated

by the quadratic Zeeman energy, where the oscillation period is set by q. and the

amplitude is proportional to c2n̄. The dynamics in Fig. 4.8 (b) is an example in

this case.

The systematic oscillation period and amplitude of ρ0 are presented in Fig. 4.8
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Figure 4.8: The coherent spin-mixing dynamics in a 87Rb thermal spin-2 gas and

its magnetic-field dependence.

(c) and Fig. 4.8 (d), respectively. It is clear that a magnetic resonance at ∼0.3 G

could be identified where both the oscillation period and amplitude reach their

maximums. The numerical result without free-parameters is also shown in the

figure with the solid blue curves. Good agreements between the experiment and

the theory is clearly seen.

Based on the analytic result at high magnetic fields, we could directly verify

the factor-of-2 thermal enhancement of the spin-dependent interaction energy. In

this regime, the expression for the time evolution of ρ0 in a condensate reads [115]

ρ0(t) =
3

8
{1− c2n

2q
[2 cos(2qt)− 2 +

cos(4qt)− 1

2
]}.

Since the amplitude of cos(2qt) term is 4 times that of cos(4qt) term, we focus on

the former term. At a magnetic field of 0.6 G, |q| = h×25.92 Hz� c2n̄ which gives

rise to a oscillation period of 19.3 ms. The oscillation amplitude is proportional

to n̄ with a slope of 3c2/8|q|. By measuring the relation between the oscillation

amplitude and the mean density, we could obtain the value of c2 from a linear

fit. The result is shown in the set of Fig. 4.8 (c), where we have tuned the
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mean atomic density from 1.3 × 1013 cm−3 to 2.9 × 1013 cm−3. We could observe

that the period keeps nearly a constant while the amplitude scales linearly with

the mean density and the best fit gives a slope of 0.022(2.5)/1013 cm3 and thus

c2 = 4πh̄2

7m
(13.78 ± 1.57)aB. With the best known value of a4 − a2 ≈ 6.95aB [114]

we get a enhancement factor of 2.0(2.3).

Summary

In short summary, we have experimentally studied the coherent spin-mixing dy-

namics in a thermal spin-1 and spin-2 gas. We have observed a magnetic res-

onance for the spin population oscillation in each case. To understand them, a

previously developed Boltzmann transport equation is generalized to our cases.

Importantly, we have experimentally verified the profound feature in a thermal

spinor gas, namely the factor-of-2 enhancement of the spin-dependent interaction

energy. These results have been published in Ref. [119] where I was the second au-

thor. I mainly contributed to taking and analyzing the data, helping the numerical

simulation, and discussing the results.



Appendix A

Appendix for The Molecular Part

A.1 Dipole-Dipole Interaction

As shown in Fig. A.1, the energy associated with two interacting identical dipoles

reads

Udd(r) =
Cdd
4π

(r̂1 · r̂2)R2 − 3(r̂1 ·R)(r̂2 ·R)

R5
, (A.1)

where r̂1, r̂2, and R are explained in the figure and Cdd is the couping constant.

Cdd is µ0µ
2 (µ0 is the permeability of vacuum) for magnetic dipoles and µ2/ε0

(ε0 is the permittivity of vacuum) for electric dipoles. The dipolar length, the

corresponding length scale of the DDI, is defined as add = Cddm
4πh̄2

where m is the

mass.

The anisotropic nature of DDI is apparent from Eq. A.1. On the other hand,

the potential V (R) ∝ 1/Rn is long-range only when the integral
∫
V (R)d3R di-

verges, which strongly depends on the dimensionality. Here R is the inter-particle

distance and n is a positive integer. So the DDI is long-range in 3D or quasi-2D

but effectively short-range in 2D or 1D.

The collision in 3D between two dipoles could be dramatically different from

that between two simple atoms. The phase shifts δl for different partial waves in

163
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Figure A.1: The interaction between two dipoles. r̂i is the unit vector along the

direction of dipole i (i = 1, 2) and R is the relative position vector between them.

the low energy limit obey the following threshold law [219]:

lim
k→0

k2l+1 cot δl = − 1

Al
if 2l < n− 3,

lim
k→0

kn−2 cot δl = const if 2l ≥ n− 3,

 (A.2)

where Al is a l-dependent constant and k is the entrance wave vector. With the

van der Waals interaction (n = 6), the dominated contribution comes from the

l = 0 (s-wave) while δl approach zero as fast as k3 for l = 1 and k4 for l ≥ 2. With

the DDI (n = 3), the contributions of all the partial waves are proportional to k

and all the partial waves are coupled by the DDI.

In Table A.1, we list the dipolar lengths add achieved with various atoms and

molecules which can be compared to the contact interactions. For bosons or dis-

tinguishable particles, the contact interaction is s-wave where the scattering length

is typically on the order of 100a0. For fermions, the p-wave interaction is negligi-

ble. From this table we can see that dominate DDIs could be easily achieved with

UPMs while they are comparable with the contact interactions in magnetic atoms.
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particles Permanent dipole moment Induced dipole moment add

87Rb 1 µB - 2a0

52Cr 6 µB - 45a0

162Dy 10 µB - 393a0

40K87Rb [220] 0.57D 0.22D 1700a0

87Rb133Cs [195,221] 1.23D 0.36D 8000a0

23Na40K [198] 2.72D 0.8D 11400a0

23Na87Rb (Our work [199]) 3.2D 1.06D 34900a0

Table A.1: DDI with several atoms and molecules. Compared with the contact

interactions between magnetic atoms , the DDIs are smaller, or at most on the

same order.



Appendix B

Appendix for The Spinor Part

B.1 The Interaction Hamiltonian

If the internal degree of freedom are decoupled from the external degree of freedom,

collisions between two alkali atoms with hyperfine spins f1 and f2 conserve the total

spin F = f1 + f2. Thus the interaction Hamiltonian can be divided into different

total spin channel:

V̂ (r) =

f1+f2∑
F=|f1−f2|

κFVF (r)P̂F

=
4πh̄2

µ

f1+f2∑
F=|f1−f2|

κFaF δ(r)P̂F .

(B.1)

Here aF is the s-wave scattering length of the total spin-F channel and µ is the

reduced mass. P̂F is the projection operator and we have the completeness relation

1̂ =
∑

F P̂F . κF are prefactors accounting for the statistical nature of the colliding

pairs. If they are identical particles (f1=f2=f), the permutation symmetry requires

that the total wavefunction is changed by a factor of (−1)2f . On the other hand,

the factor for the spin part of the wavefunction is (−1)F+2f and that for the

spatial part is (−1)l, where l is their relative orbital angular momentum. So to

be consistence F + l should be even, no matter the identical atoms are bosons or

fermions. In the low energy limit, only l = 0 (l = 1) happens for bosons (fermions)

and even (odd) F are allowed.
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In general, we can derive a useful relation from the composition law of the

angular momentum f1 · f2 = 1
2
((f1 + f2)2 − f2

1 − f2
1). By operating this law to the

above completeness relation we can get

f1 · f2 =
1

2

f1+f2∑
F=|f1−f2|

[F (F + 1)− f1(f1 + 1)− f2(f2 + 1)]P̂F . (B.2)

For the single-species spin-1 gases, only F = 0 and 2 are allowed and Eq. B.2

becomes f1 · f2 = P̂2− 2P̂0. Together with 1̂ = P̂0 + P̂0 we have P̂0 = (1̂− f1 · f2)/3

and P̂2 = (21̂ + f1 · f2)/3. Substituting these two into the interaction Hamiltonian

we obtain

V̂ (r) = δ(r)
4πh̄2

µ
(
a0 + 2a2

3
1̂ +

a2 − a0

3
f1 · f2). (B.3)

The first term has nothing to do with the spin and thus it is called spin-independent

interaction with the parameter c0 = 4πh̄2

µ
a0+2a2

3
. The spin-depend interaction is

corresponding to the second term with the interaction parameter c2 = 4πh̄2

µ
a2−a0

3
.

However, for collision between two heteronuclear spin-1 bosons, F = 0, 1, 2 chan-

nels are all allowed and Eq. B.2 reads f1 · f2 = P̂2 − P̂1 − 2P̂0. The interaction

Hamiltonian is rewritten as

V̂ (r) = δ(r)(
α

2
1̂ +

β

2
f1 · f2 +

γ

2
P̂0), (B.4)

where α = 2πh̄2

µ
(a1 + a2), β = 2πh̄2

µ
(a2 − a1), and γ = 2πh̄2

µ
(2a0 − 3a1 + a2).

For a single-species spin-2 gas, following the same procedure we can rewrite the

interaction Hamiltonian as

V̂ (r) = δ(r)(c01̂ + c2f1 · f2 + c4P̂0), (B.5)

where c0 = 4πh̄2

µ
4a2+3a4

7
, c2 = 4πh̄2

µ
a4−a2

7
, and c4 = 4πh̄2

µ
7a0−10a2+3a4

7
are interaction

coefficients of the spin-independent, spin-exchange, and spin-singlet pairing terms,

respectively.
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[102] K. Góral, L. Santos, and M. Lewenstein. Quantum Phases of Dipolar Bosons

in Optical Lattices. Phys. Rev. Lett., 88:170406, Apr 2002. http://link.

aps.org/doi/10.1103/PhysRevLett.88.170406.

[103] M L Wall and L D Carr. Emergent timescales in entangled quan-

tum dynamics of ultracold molecules in optical lattices. New Journal of

Physics, 11(5):055027, 2009. http://stacks.iop.org/1367-2630/11/i=

5/a=055027.

[104] B. T. Matthias, H. Suhl, and E. Corenzwit. Spin Exchange in Superconduc-

tors. Phys. Rev. Lett., 1:92–94, Aug 1958. http://link.aps.org/doi/10.

1103/PhysRevLett.1.92.

[105] Patrick A. Lee, Naoto Nagaosa, and Xiao-Gang Wen. Doping a Mott insula-

tor: Physics of high-temperature superconductivity. Rev. Mod. Phys., 78:17–

85, Jan 2006. http://link.aps.org/doi/10.1103/RevModPhys.78.17.

http://dx.doi.org/10.1038/nature08953
http://dx.doi.org/10.1038/nature08953
http://link.aps.org/doi/10.1103/PhysRevLett.108.080405
http://link.aps.org/doi/10.1103/PhysRevLett.108.080405
http://dx.doi.org/10.1038/nphys1939
http://link.aps.org/doi/10.1103/PhysRevLett.99.150801
http://link.aps.org/doi/10.1103/PhysRevLett.99.150801
http://link.aps.org/doi/10.1103/PhysRevLett.88.170406
http://link.aps.org/doi/10.1103/PhysRevLett.88.170406
http://stacks.iop.org/1367-2630/11/i=5/a=055027
http://stacks.iop.org/1367-2630/11/i=5/a=055027
http://link.aps.org/doi/10.1103/PhysRevLett.1.92
http://link.aps.org/doi/10.1103/PhysRevLett.1.92
http://link.aps.org/doi/10.1103/RevModPhys.78.17


BIBLIOGRAPHY 181

[106] Pengcheng Dai. Antiferromagnetic order and spin dynamics in iron-based

superconductors. Rev. Mod. Phys., 87:855–896, Aug 2015. http://link.

aps.org/doi/10.1103/RevModPhys.87.855.

[107] J Stenger, S Inouye, DM Stamper-Kurn, H-J Miesner, AP Chikkatur, and

W Ketterle. Spin domains in ground-state bose–einstein condensates. Na-

ture, 396(6709):345–348, 1998. http://dx.doi.org/10.1038/24567.

[108] Tin-Lun Ho. Spinor Bose Condensates in Optical Traps. Phys. Rev. Lett.,

81:742–745, Jul 1998. http://link.aps.org/doi/10.1103/PhysRevLett.

81.742.

[109] Tetsuo Ohmi and Kazushige Machida. Bose-Einstein Condensation with

Internal Degrees of Freedom in Alkali Atom Gases. Journal of the Physical

Society of Japan, 67(6):1822–1825, 1998. http://dx.doi.org/10.1143/

JPSJ.67.1822.

[110] Yuki Kawaguchi and Masahito Ueda. Spinor Bose–Einstein condensates.

Physics Reports, 520(5):253 – 381, 2012. http://www.sciencedirect.com/

science/article/pii/S0370157312002098,.

[111] Dan M. Stamper-Kurn and Masahito Ueda. Spinor Bose gases: Symmetries,

magnetism, and quantum dynamics. Rev. Mod. Phys., 85:1191–1244, Jul

2013. http://link.aps.org/doi/10.1103/RevModPhys.85.1191.

[112] Jasper S Krauser, Jannes Heinze, Nick Fläschner, Sören Götze, Ole
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tion absorption imaging of dense clouds of ultracold atoms. Optics Let-

ters, 32(21):3143–3145, 2007. http://ol.osa.org/abstract.cfm?URI=

ol-32-21-3143.

[153] Woo Jin Kwon, Jae-yoon Choi, and Yong-il Shin. Calibration of saturation

absorption imaging of ultracold atom clouds. Journal of the Korean Physical

Society, 61(12):1970–1974, 2012.

[154] G. Breit and I. I. Rabi. Measurement of Nuclear Spin. Phys. Rev., 38:2082–

2083, Dec 1931. http://link.aps.org/doi/10.1103/PhysRev.38.2082.2.

[155] S-Q. Shang, B. Sheehy, P. van der Straten, and H. Metcalf. Velocity-selective

magnetic-resonance laser cooling. Phys. Rev. Lett., 65:317–320, Jul 1990.

http://link.aps.org/doi/10.1103/PhysRevLett.65.317.

[156] Kang-Kuen Ni. A quantum gas of polar molecules. PhD thesis, Citeseer,

2009.

[157] T. H. Bergeman, Patrick McNicholl, Jan Kycia, Harold Metcalf, and N. L.

Balazs. Quantized motion of atoms in a quadrupole magnetostatic trap.

J. Opt. Soc. Am. B, 6(11):2249–2256, Nov 1989. http://josab.osa.org/

abstract.cfm?URI=josab-6-11-2249.

[158] Jun Chen. Optical dipole traps for optimized preparation of ultracold atomic

mixtures. Master’s thesis, The Chinese University of Hong Kong, 2014.

[159] Fudong Wang, Dezhi Xiong, Xiaoke Li, Dajun Wang, and Eberhard Tie-

mann. Observation of Feshbach resonances between ultracold Na and Rb

atoms. Phys. Rev. A, 87:050702, May 2013. http://link.aps.org/doi/

10.1103/PhysRevA.87.050702.

http://link.aps.org/doi/10.1103/PhysRevLett.86.4211
http://link.aps.org/doi/10.1103/PhysRevLett.86.4211
http://ol.osa.org/abstract.cfm?URI=ol-32-21-3143
http://ol.osa.org/abstract.cfm?URI=ol-32-21-3143
http://link.aps.org/doi/10.1103/PhysRev.38.2082.2
http://link.aps.org/doi/10.1103/PhysRevLett.65.317
http://josab.osa.org/abstract.cfm?URI=josab-6-11-2249
http://josab.osa.org/abstract.cfm?URI=josab-6-11-2249
http://link.aps.org/doi/10.1103/PhysRevA.87.050702
http://link.aps.org/doi/10.1103/PhysRevA.87.050702


BIBLIOGRAPHY 187
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