MATH 152 FALL 2010 01-03/07-09
NOTES ON POWER SERIES AND TAYLOR POLYNOMIAL

This short note is intended to supplement Section 10.6-10.7 and 8.4 of Rogawski’s
Calculus. This is very brief, and does not cover all that is covered in class. It will
also be much easier to read the notes if you attend the lectures.

A power series is an infinite series of the form

oo
Z an(z — )"
n=0
which defines a function of x if it converges. Usually we take ¢ = 0.

There are usually four questions that one asks about power series:

(1) Suppose a power series is given (i.e. the a,,’s and ¢ are given). For which z
does the series converge?

(2) Suppose a power series converges for a certain range of z, and therefore
defines a function of x there. In this case we say the power series represents
the function obtained. Is there a closed formula for the function that the
power series represents?

(3) Suppose instead we are given a function to begin with. When can we find
a convergent power series that represents this function?

(4) Suppose we are given a function, which we know a priori is representable by
a convergent power series. How do we find the power series that represents
the function?

In the first four sections that follows, we answer these questions one by one.
In the last section we discuss Taylor polynomials, which allows us, among other
things, to prove some formula that we will assume in the first four sections.

1. DEFINING A FUNCTION BY A POWER SERIES

Suppose a power series Z:io:O an(x — ¢)™ is given. It may or may not converge
for any given x (except for = ¢, where obviously it must converge). How do we
know for which z it converges?

The answer is contained in the following theorem, and the key is the notion of
the radius of convergence of a power series:

Theorem 1. Suppose a power series Y - an(x — ¢)™ is given. Then there is a
unique number R > 0 (which may be infinite) such that the series converges for all
x that satisfies |x — c¢| < R and diverges for all x that satisfies |x — c| > R.

The number R in the above theorem is called the radius of convergence of the
power series. Its value can usually be computed by the following theorem:
1
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Theorem 2. (a) Iflim,

over this limit.
(b) Iflim, o |an|= exists, or is equal to +oo, then R is equal to 1 over this limit.

An+1
Qn

exists, or is equal to 400, then R is equal to 1

- 1 1
Here it is understood that § = +o0, and -5 = 0.

For example, consider the power series Y > &(x — 3)™. Since

(n+1)2
(=2)m*!
n 2 1)2
lim |22 = i (”;)2:2,
n—oo (n+1)2 n—oo (n—|— 2)

the radius of convergence of this power series is % Hence the power series converges
for all z satisfying |z — 3| < 3, i.e. for all z in the interval 2.5 < z < 3.5, and
diverges for all x satisfying | — 3| > %, i.e. for all = satisfying x > 3.5 or x < 2.5.

Question: what happens, in the previous example, if z = 2.5 or x = 3.57

Answer: There is no general answer to this question. The convergence at the end
points ¢ — R and ¢ + R must be determined separately.

In this case the power series converges at both endpoints. When x = 2.5, the

power series is
S () s
—(n+1)2\ 2 a — (n+ 1)2’
which is known to be convergent. When = = 3.5, the power series is
S () L
2 27
n=0 <n + 1) 2 n=0 (n + 1)

which converges absolutely (hence converges).

See the book, Example 10.6.2, for an example where the power series fail to
converge at one of the end points of the interval of convergence.

The above allows us to determine the range of x over which a given power series
defines a function. For example, in the example above, the power series defines
a function on the closed interval 2.5 < x < 3.5. This completely settles the first
question in the introduction.

2. FINDING A CLOSED FORM FOR THE FUNCTION REPRESENTED BY A POWER
SERIES

In this section we move on to the second question. Suppose a function is defined
by a given convergent power series for a certain range of z. Can we find a closed
form for this function?

There are only a few instances where this is possible. In this course you are only
required to know one class of examples; in fact we have covered this in a disguise
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already. This is the situation when the given power series is actually a geometric
series. The most basic example is given by the power series

o0
E z".
n=0

This is a geometric series. We know it converges for |z| < 1, and diverges for
|z] > 1. (We know this even without having to compute the radius of convergence;
this is just a result about geometric series!) Hence it defines a function on the open
interval —1 < x < 1. What is the function that it defines there? In this case it is
easy: our knowledge of geometric series tells us that

> 1
nz:%x :1—;v

for all z with |z| < 1 (because the first term is 1 and the common ratio is ). This
computes for us the function that the power series ZZO:O x™ represents already.

See also Examples 10.6.4 and 10.6.5 of the book for variants.

3. EXPANDING A GIVEN FUNCTION IN POWER SERIES

Now we move on to the third question in the introduction. Suppose instead we
are given a function of x. We ask whether we could find a convergent power series
so that it is equal to the given function on a given range.

We have seen one instance when this is possible already. If the given function is
flx) = ﬁ, then we can certainly find a power series that is equal to this function

on the open interval —1 < x < 1: It is the power series 1 + 2 + 22 + 23 + .- =

Yoo o™ It is easy to take the geometric power series and sum it to ﬁ; to go the

other way round, and realize that the function ﬁ can be expanded as a power
series by using the geometric series formula, requires a bit of thought. This is one
of the things that is slick enough, that you probably want to remember by heart.

We record again this important formula:

1
1—=z

o0
=l4+z+a®+a®+ =) 2" iffz) <1
n=0

It is important, however, to note that this formula fails to hold if |z| > 1, even
though the function f(x) is well-defined there.

The second example is when the given function is e®, cosx or sinx. In fact for
any real number z,

- x? 28 > "
=1 oL 4= iy
e oot n;)"’

This formula is sometimes taken as the definition of e*. You may continue to take
this for granted in this course. You may also assume for granted the following power
series expansion of cosx and sin x:

2 4 6 > n.2n

ozt oz (-1)"x
COS:L‘Zl—a-I-E—a‘F‘“:ZW

n=0
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) 3 s 177 e (_l)nxQnJrl
smx:x—g—ka—ﬁ—k---zgm

(We will provide, at the end, a proof of these three formula.)

The third example, which you can also take for granted, is the following formula
for (1 + x)® for any exponent a, if |z| < 1:
ala—1) 5 ala—1)(a—2) 4
o1 r° + 30 o+ ..,

(Again, the justification of this formula will come only at the end.)

1+x)*=14ax+ if |z < 1.

Now these examples will allow us to expand, all of a sudden, a lot of functions
in convergent power series.

Technique 1: Substitution in known power series

This is a trivial technique. One example is the following. Suppose we want
to expand the function ﬁ in power series. Then remember the power series
1

expansion of the function =:

1 o0
— = Zu” =l+ut+u?+u’+..., forall|ul <1.
1-u
n=0
Let u = 3z. Then the assumption |u| < 1 is the same as the assumption |z| < .

Hence

1 = 1
e :7;)(355)”:1+3x+9x2+27m3+... for all \x|<§

Another, even more basic example (which you may want to remember), is the
power series expansion of ——:

14+x°
1 (o)
=1- 2oyt — = 1)z if |z| < 1.
T2 x4zt -2+ Z( yra™ it |
n=0
This follows by substituting © = —z in the power series expansion of ﬁ (or can

be derived directly using geometric series). Note the alternating signs in the series.
Compare with Examples 10.6.4, 10.6.5 and 10.7.6 of the book.
Technique 2: Adding or multiplying known power series

One example here is in the power series expansion of xzsinz. The power series
expansion is just given by

) 3 5 > (_1)nx2n+2
x51nx:x<m—3!+5!+...) :;W.

See also Examples 10.7.4 and 10.7.5 of the book.
Technique 3: Differentiating or integrating a known power series.

This is based on the following theorem, which we state without proof:
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Theorem 3. Suppose f(x) is a function that is represented by a convergent power
series Yoo o an(z — ¢)™ in an open interval c — R < x < ¢+ R. Then

(a) f(x) is differentiable on that open interval, and f'(x) can be computed by dif-
ferentiating term by term:

oo
"(z) = Z na,(z —c)" L.
n=0

(The convergence of the power series on the right hand side of the above equation
on the open interval is part of the assertion of the theorem.)

(b) If x lies in that open interval, then the definite integral of f(x) from ¢ to x can
be computed by integrating term by term:

/ eyt =

(The convergence of the power series on the right hand side of the above equation
on the open interval is again part of the assertion of the theorem.)

a . (x —c)" T,

Below are some examples. These are important enough that you may want to
remember by heart how to derive them.

In the first example, we expand In(1 — z) in a convergent power series: we claim

ooxn '
ln(l—x)——x—?—g—X—-~-——;; if |z| < 1.

To see this, the crucial observation here is that

|
ln(l—:c):—/
o 1—u

(Why is this true?) Since

du if |z] < 1.

1

=l4+ut+u’+ud+...
1—u

for |u| < 1, integrating both sides of this equation from 0 to z, we get

T 1 x 2 3 4
/ du:/(1+u+u2+u3+...)du:x+x—+x—+x—...
0 0

1—u 2 3 4

if |x| < 1. (This is the assertion of the thoerem.) Our claim then follows.

Similarly, we expand In(1 + ) in a convergent power series:
2 3

x x xt L (—1)n g
In(1 - - — 4+ — — ... = A
n(l4+z)==x + E -

if 1.
2 "3 1 if o] <

n=1

In the second example, we expand arctanz in a convergent power series: we
claim
3 5 n 2n+1

T T
t - — -
arctanxr = & + + E 2 1

3 5
To see this, the key here is that

if || < 1.

x 1
arctanz = / 2du for all x.
o 1+u
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(You can check this formula using trigonometric substitution on the integral on
the right hand side, or differentiate arctan z implicitly to see that its derivative is
L ). Now for |u| < 1,

1422

1 oo

_ 2., .4 _ 6 _ 2
n=0

Hence for |z| < 1, we have

x 3 5 7

arctanx:/ (1—u2+u4—u6+...)du:x—x—+x——x——i—...
0 3 5 7

as desired.

In the third example, we expand (1_%)2 in a convergent power series. There are
two ways to do it: one is by multiplying the power series expansion of ﬁ with
itself, and another is to differentiate the power series expansion of ﬁ The second

method is simpler, and this is the one we present here.

The key observation here is that

u—lzwi(ﬁx)

oo
:1+x+x2+x3+x4+~~:2x”, if |z < 1.
n=0

(Why is this true?) Now

1
1—2

By part (a) of the theorem, this says

d 1 d :
( )_M(1+I+x2+x3+x4+,_,)_1+2x+312+4x3+...

de \1—z
if |z| < 1. Hence
1 oo
m:1+2x+3x2+4x3+...:nZ:;)(n—i—l)x", if || < 1.

Technique 4: Composing known power series

1

cosx”

Since

One example is the power series expansion of secx =

1 1
secr = = ,

cos T 17("”—22—%+...)

using the power series expansion ﬁ =1+u+u?+ud+..., the above is equal to

IQ 1'4 I‘z SC4 2
T+ (= -+ ... 4
+(2 24 " >+<2 24 " > *

2 4 22\ 2
=14+ 4 <> + higher powers of x

(for small z)

2

=1+ % + o1 + higher powers of z .

Compare with Example 10.7.5 of the book.



POWER SERIES AND TAYLOR POLYNOMIALS 7

The above are some examples when one can actually expand a given function
in power series. In general, however, there are functions that simply cannot be
represented by a convergent power series at all. It is not that we do not have
enough technology to do so; it is a fact of life (which can be proved rigorously) that
there are some functions that are not limits of any convergent power series. In fact
there are even such functions that are infinitely differentiable. In other words, there
are funny infinitely differentiable functions, for which there is no power series at all
that would converge to that function. To distinguish those nice functions that can
be represented by a power series, we introduce the following definition:

Definition 1. A function f(z) is said to be real analytic on an interval ¢ — R <
z < ¢+ R if there is a convergent power series Y o an(x — ¢)" such that

F@) = an(z—o)"
n=0

for all © in that interval.

We have seen that ﬁ is real analytic on the interval —1 < x < 1, that e”,
cosx and sinzx are real analytic on the whole real line, etc. In the next section,
we assume that we are given a function f(z) that is real analytic on the interval
c— R < x < c+ R, and try to find the coefficients a,, in the power series that is
guaranteed to exist in the above definition. This answers our last question in the
introduction.

4. EXPANDING A GIVEN FUNCTION IN POWER SERIES, KNOWING THAT IT IS
POSSIBLE

Suppose we are given a function f(x), which we assume can be represented by
a convergent power series Y - an(x — ¢)" on an interval ¢ — R < z < ¢+ R for
some R > 0. Suppose we want to find the coefficients a,,. It turns out this is really
easy: we have the following theorem.

Theorem 4. Suppose we assume that a function f(x) can be represented by a
convergent power series y . an(z — ¢)™ on an interval c — R < x© < ¢+ R for

some R > 0. Then
AR

n!

Qn for alln > 0.

In other words, the coefficient a,, is simply the n-th derivative of f at the point
c divided by n!. Since the function is given, the value of a,, can then be computed
by differentiating the function.

The proof is very easy: remember we assumed that

flx) = Z an(z — )"
n=0

for all c— R < z < ¢+ R. By part (a) of Theorem 3, if one differentiates both sides
term by term k times and evaluate at ¢, on the left hand side we have f*)(c), and
on the right hand side we get

1)!

o= o) +ak+2(k+2)!

T(x—c)2—|—... = apk!.

r=c

+
apk! + k41 1
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Hence f¥)(c) = agk! for all k, which is our claim.

Let’s now look at some examples. In the first example, let’s assume for the
moment that e” can be represented by a convergent power series ZZOZO anx™. Then
the theorem says that

1 d7 1

x

ap = — ——e€
n! dxm

|
2=0 n!

for all n, since any number of derivatives of e* is always e”, which evaluates to 1 at
x = 0. This agrees with our previous formula for the power series expansion of e”.

Similarly, assume for the moment that cos z can be represented by a convergent
power series Zf:o b,x™. Then the theorem says that

for all n, which is

(-3
n!

" {0 if n is odd;

if n is even.

This agrees with our previous formula for the power series expansion of cos z. There
is a similar story for sinz and (1 + z)°.

These suggests that if e* or cosx etc can be represented by a convergent power
series, then the power series should be the ones given in the previous section. The
problem here is that we did NOT know yet why e” or cos x etc can be represented by
a convergent power series. Thus the above discussion does NOT prove the power
series expansion of e* and cosx. In fact, the problem with this theorem is that
usually one does NOT know that a function can be represented by a convergent
power series. One way of stating the current theorem is the following. Suppose
we assume that a function f(z) can be represented by a convergent power series
Yoo gan(x —¢)™ on an interval ¢ — R < z < ¢+ R for some R > 0. Then

flx)= i f(jj'(c) (x—c)" forallc— R<zxz<c+R.
n=0 ’

Hence it may be tempted to suggest that if we are given an infinitely differentiable

(n)
function f(z), where the power series >~ fT(C)(J: —¢)™ converges for all c— R <
x < c+ R, then the power series must converge to f(z), and f(x) can be represented
by a convergent power series on the interval c— R < x < ¢+ R. This is NOT TRUE.

There are pathological infinitely differentiable functions such that £ (0) = 0 for all

(n) , . . .
n, so that Y fT(O)x” converges and is zero for all x, and yet f is not identically
zero. So Theorem 4 above is rarely useful in practice.

To be able to prove the formula for the power series expansions of e®, cosxz and
sinz, etc, we need to study Taylor polynomials. These are also of independent
interest, and is covered in the next Section.
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5. TAYLOR POLYNOMIALS

Suppose we are given an infinitely differentiable function f(x). The Nth Taylor
polynomial of f(z) around the point ¢ is by definition

N ) (e
Tn(z) =) ! n'( )(xfc)".
n=0 :

(We suppressed the dependence of f and ¢ in the notation of T (z) for brevity.) If
we assume that f(z) can be represented by a convergent power series on an interval
¢c— R <z < c+ R, then Ty(x) converges to f(x) on this interval as N tends to
infinity. Hence we may suspect that the Nth Taylor polynomial of a function f(x)
is a good approximation of f(x).

To make this precise, we have the following Theorems:

Theorem 5. Suppose N is given, and f(x) is infinitely differentiable. Then

fl@)—Tn(z) = % /x(x — t)Nf(N+1)(t)dt,

where T (x) is the Taylor polynomial of f around the point c.

In fact the theorem follows from integration by parts (see p.506 of the book).

By estimating the integral in the above theorem, the following theorem follows:
Theorem 6. Suppose N is given, and f(x) is infinitely differentiable. Then

@) = Twl)| < Gl =¥+,

where Ty (x) is the Taylor polynomial of f around the point ¢ and Kyy1 is the
mazimum of |fNTD(t)| for all t between ¢ and x.

Thus if we fix N, |f(z) — Tn(z)| gets smaller and smaller as = tends to ¢ (or
equivalently, Ty (x) gets closer and closer to f(x) as x tends to ¢).

For example, the Nth Taylor polynomial of ¢* around 0 is

2 l‘N

T
Lbat oot 5

(Note that this is a finite sum!) The theorem says that e* is approximately 1+ x +
%T + -+ %, in the sense that

22 xN)‘ Kni1 ‘x|N+1

toee = (N +1)!

2! N!

e’ — (1+9:+

for all z, where Ky is the maximum of the absolute value of the (N + 1)th
derivative of e* on the interval between 0 and x. One can then use this formula to

1Technically, we only need f to have N 4 1 continuous derivatives in this and the following
theorem. But for simplicity, and this is what usually hold in applications anyway, we state the
theorem for infinitely differentiable functions.
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compute e* to any accuracy: For example, to compute %! to two decimal places,
one observes that for any IV,

0.1 0.1V
0.1
(1401 4+ 4.y 2
¢ <+ ot +N!>_(N+1)!
because the absolute value of the (N + 1)th derivative of e® is still e*, whose

maximum over the interval 0 < z < 0.1 is e¥!, and %! < e < 3. Now we choose
N such that

3 0.1V+1,

3 N+1 .
mo& < 0.005;

in fact a little trial and error shows that N = 2 will do. Therefore

0.1 0.12
et — 1—&-0.1—1—7 < 0.005,
i.e. |e%1 —1.105| < 0.005, and it follows that €®! ~ 1.11 correct to 2 decimal places.
Section 8.4 of the book contains many more examples in detail.

Finally, let’s prove the power series expansion of cosz using Theorem 6. In fact

Theorem 6 asserts that
2 4 6 _1\N 2N K
cos T — 1—£+£—£+--~+( ) @ < ZNEL | 2N
21 4! 6! (2N)! (2N + 1)!

for all N and all z, where Kon41 is the maximum of the absolute value of the
(2N + 1)th derivative of cosx on the interval between 0 and z. Since any odd
number of derivatives of cosx is either sinx or —sinz, one sees that Koni1 <1
for any N. Hence we conclude that

o (1T T2 DN
o ol 4l 6l 2N )| = @eN+ 1)
for all N, and as N tends to infinity, the right hand side tends to 0 no matter what

x is (c.f. Example 8 in Section 10.1 of the book). By the squeeze theorem, this
shows that

|33|2N+1

cosz = lim T

(1 22zt 6 (_1)Nx2N>

m, 2 A 6 2N)!
i.e.

1'2 LL'4 .’L’G > (_1)nx2n

Cosx=1—§+ﬂ—a+“':n§::ow

This completes the proof of the power series expansion of cos x. Similarly, one can
prove the power series expansion of e, sin z for all real x, as well as that of (1+z)%
for all |z| < 1, using a similar method.



