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15.1 Taylor Series

It is very easy to confuse the two concept of Taylor Expansion (which is finite) and Taylor Series
(which is infinite). It is because most of the functions that we come across in high school are so

nice. For these nice functions, the two concepts coincide.

15.1.1 Finite Expansion

Let f be a function (real or complex variable) that has (p + 1)5* order of derivatives in a small

ball B(zp,n). What can we say about its Taylor Expansion at zy?
There exists § > 0 such that for z € B(z,¢), there is ¢ satisfying | — 20| < |z — 20|,

f(n)(zo)(z Q) (2 — z)"H
n! (p+1)! '

f(z) = f(z20)+ ) —20)" +

n=1
The crucial information in this statement are & and ¢, where not only do both depend on f

and zg but also on p.

If the function f is C*, then we have for all p € N, there exist 6 > 0 such that for z € B(z,d),
there is ¢ satisfying ....... Although p can be arbitrarily large, it may occur that as p * oo,
d N\, 0 or |f(p+1)(C)’ — o0. In other words, when the right-hand side series is getting longer
and longer, the equality may hold only for z = zy or the last error term may get too large. The
following pictures show the example of a 1-variable C*° function f (left) and its derivatives f
(middle) and f” (right).

\ S

In this example of p = 1, one sees that near zg, both f(z0), f(20) = 0 but f”(¢) is large.

However, this “weird” situation will not occur for analytic functions.

15.1.2 Infinite Series

Let f be a complex function analytic on B(zp,n). We hope to establish an expression of f(z) in

terms of an infinite series (called Taylor Series), i.e., on the ball B(zp,n) with same radius,

£ (2) '

n!

f(z) = f(z0) + Zan (2 —20)" where a, =
n=1



There are some technical conditions which will be seen from the proof. However, at this moment,

it is beneficial for us to focus on the main ideas first.

It would be good to compare this expression for an analytic function with the previous one for
a C% function. What is the meaning of the equality of the infinite series? It actually means
that the infinite series on the right hand side converges (indeed absolutely converges) for all
z € B(zp,n) to the same value as f(z). Having the absolute convergences, we have a number of
benefits, for examples,

e We can re-arrange infinitely many terms of the Taylor Series and the result is still f(z);
e We can perform +, —, X, + to the series similar to the operation of polynomials;

e We can differentiate or integrate the series term by term and the equality still holds.

In addition to the above, since the Taylor series is a power series of (z — zp), there are other

helpful information. By Ratio Test or Root Test, one has the following conclusions. Let
1
— = limsup |ap+1| / |an| = limsup {/|a,| # 0 or R=o00.
R n—oo n—oo

o If |z — z9| < R, then the Taylor series converges absolutely; and

e if |z — z9| > R, then the Taylor series diverges.

We say that the Taylor series has radius of convergence R and the domain of convergence is the
ball B(zg, R) or the whole complex plane C when R = co.

Key Idea of Taylor Series. Let C' be a circle with center zy and radius r < 7. Then for any
z € B(zp,7), by Cauchy Integral Formula,

_ ! f(©)
T =5m c(C—2)

In order to express f(z) as a power series of (z — zp), let us try to work on the integrand,

dg . (%)

1 1 o 1
(=2 ((—2)—(2-20) (-2 1-zZ2
1 > (z—2\" G 1 n
T (-2 [Z%(C-%)]_Z_%(C—Zo)”“ (== =)

Substituting this into the integral, we have

6 =55 | Z e e
_ f(©)
_;[27T1/C(C_z0)n+l d(] (=) Zan s

Jo (=)

n!
However, the above argument relies heavily on interchanging the infinite summation sign and

Apply the Cauchy Integral Formula again, we obtain the desired result that a, =
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the integral sign. This should be done carefully by analysis. The technical conditions and

conclusion will be seen in the process of analysis. Indeed, for large N,

r al 1 n z—z\" 1
c—z_,;)(c—zwnﬂ'(z_z‘))*(c—z() ey

Substituting this into the equation (x) for f(z) above, and applying the Cauchy Integral Formula
to f(zg), one has

N
X ), (™ £(Q)d
f(Z)_nE_O o (z—20)" + ¢, where &= /C@

2mi —20)VHL (¢ —2)°

Taking absolute values, and letting M, = sup{{ € C: |{ — zp| = r }, we have

o < |2 — 20|V M, / d¢ |y (1=l \YT
8 —_— . 5
~ 27 rN+1 cC—z|~ " r
in which, |z — 29| < r and so |¢| can be made arbitrarily small by taking large N. O

Note that in the above discussion, we worked on |¢| and so absolute convergence of the series
can be concluded. On the other hand, the argument depends on the upper bound M,, which

depends on r. There are two versions of theorem statement that present the similar results.

THEOREM 15.1 (Taylor Series on compact subsets). Let f be a complex function analytic on B(zp,n).
Then for all compact subset K C B(zo,m) and z € K, the Taylor Series converges absolutely.

THEOREM 15.2 (Power Series for bounded functions). Let f be a bounded complex function

on B(zo,m). Then for all z € B(zo,n), the power series converges absolutely, namely,

1 f(Q)d¢

O =2 one =z where an =g | T e

Proof for both Theorems. For any compact subset K, we can choose a radius r < 7 such that

K C B(z,r) and so the above M, is independent of K. For the second statement, if f is
bounded, let M = sup |f| on B(z0,7n), then M, < M. O

EXERCISE 15.3. Which theorem of the above is applicable to an entire function?

Remark. Note that for Theorem 15.1 above, even if the compact set K or the radius r <
n is changed, the Taylor Series is still the same. Only the absolute convergence or uniform

convergence depends on K or r.

15.1.3 More about series

It should be noted that most of the time, we use some other working procedures to find the

Taylor series of a function.

EXAMPLE 15.4. Let f(z) = ¢ — 1 and take zp = 0. It is easy to work out that

n 2

o0
z_ o 2o
e—zg—1+z+2!+ .

n=0 "
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Since we are allowed to re-arrange infinitely many terms and group terms, we have
U — _c 1 ol
Il =gy (arae)

In fact, the absolute convergence allows us to do things as finite on the suitable domain, for

P 2
-
example, this will give us the Taylor Series for sin z at zp = 7/2,

m = (—1)F s s s
Sinz:COS(Z_Q):Z((zlgl (z—§)2k:1—%<z—§>2+%(Z_§>4+....

k=0

sin z
ExXAMPLE 15.5. Consider the function g(z) = —— which is defined and analytic on C\ {0}.
According to the theory above, we are not sure if there is a Taylor series for g at zg = 0. However,

for each z € C,

oo
: _ (_1)k 2k+1 23 ,25
Sz = kZ(Zk;_’_l)Z —Z—§+§+

Thus on any compact K C C\ {0} and z € K, we have absolute convergence of

sinz 1 o (CD* g o~ (CDF o 2 2
_ e 2 T _ T 2k 2 2
) === kz_o 2k+1)1° kz_:o 2k+11” 3T

The interesting fact is that the infinite series on the right hand side actually is defined for z = 0

and converges on C. Therefore, there is a natural extension of g to the function

sin z

— z#0
z
0 2=0.
This function § is more than just continuous at z = 0, but indeed is analytic on C and its Taylor

Series is the one above.

i
EXAMPLE 15.6. Consider the same function g(z) = e

s = (—1)F s
sin z = cos (z— 5) = Z ((2]3' (Z— §>2k )

at zo = m/2. Then

k=0
1 1 2 & /-2\* ¢
:M:'Z<> '<z—z>, for z——‘<z.
2 (-5 7 Z\w 2 2

Taking the product of these two series, we have

sin z > —1)kHe ¢ T\ T
P :izl 2 ((211)cy<72r>]<2_2> ’ forZ€B<2 2)

n=0 [2k+{l=n

The domain of convergence of the series is shown in the
figure. Note that, unlike the above, it is not easy to

conclude that this series converges at z = 0 although

N
AV~

we expect that g can be extended to an entire function. Tt

EXERCISE 15.7. Try substituting z = 0 into the above

series.
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15.2 Bad Terms Occur

As we have seen before, we often have to deal with functions that are not totally analytic. They

may have “singularities” at some points, e.g., a zero on the denominator.

EXAMPLE 15.8. Let f(z) = S
z

0
—. This function is not analytic at zp = 7 Nevertheless, we

still are able to express it into infinite series

sin z = cos (z — g) = Z ((;;i' (z - g)% )

1 = (—1
f(z):z— Z((Qk;

7
Note that the series (1) is defined and converges absolutely on the ball with center zy = 5
T

and radius 5 The first term is “bad” that makes the series unable to have a larger radius of
convergence. However, inside the ball, we may comfortably use the series.
The above example shows a rather general situation of a function of the form

analytic analytic analytic

g(z) = (analytic) or further (analy 1,) = (analytic) .

z—2 (polynomial)  (z —zp)P1----- (z — zq)Pd

Suppose we would like to express in power series of (z — zp). If zg # 21,...,24, then g(z) is

analytic in a ball B(zp,n) for some n > 0 and so it has a Taylor Series absolutely convergent on
B(zp, R). It turns out that R = min{|z0 — 2| : k=1,...,d}, i.e., the shortest distance of 2

from the singularities.

022

@) . 7
Zq LX) O“d

bad termsdueto z,; % power series

©)

On the other hand, if we take the center to be one of the singularities, say z;, then

L h2)

z—z1)Pt

(analytic)
(z — 22)102 e (Z — Zd)pd )

where h(z) =

The function h(z) is analytic in a small ball B(z1,£) and so it can be written as a power series
in (z — z1). As consequence, g(z) has a series expression with some “bad terms” of the form
(z—2z1)" Pt up to (z — 2z1)~ L.

After understanding a function with polynomial denominator, the next challenge is one with an
analytic function as denominator. The situation is indeed similar, only there may be infinitely

many singularities.
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EXAMPLE 15.9. Let f(2) = 1 for which the singularities are 2k7i for k € Z. We will look

at the series expression of f(z) at the point zp = 0. The denominator has a power series

x on 2
‘1= S 1 .
e zz(n+1)! <+ +3,+ )
n=0
which converges absolutely on C. Then

e —1

1 11 — " 22

S h S =

z g(2) where g(2) nz:() (n+1)! + + 3! +
Here, g is analytic and ¢g(0) = 1 # 0. Therefore, on a small ball B(0,7), the function 1/¢(z) is
analytic and it has a power series at zp = 0,

o0

= E akzk:ao—i—alz%—agzz—i—w--.
k=0

The coefficients can be iteratively solved from the equation

s 2
2: z z

1:9(2) akzk:<1+++"">'(a0+a12’+0,222+---~).
k=0 . :

1
That leads to 1-ap = 1 and 9 ap +1-a; =0 and so on. Thus, we have ag = 1, a1 = —1/2,
as = 1/12, etc. As a result,

11 1 1 1 3 >
- =z ® _4.... which converges absolutely on C\ {0}.
z

129 2 2t e e

15.2.1 Laurent Series

In the previous section, we have shown some examples of functions having singularities. If zg is
a singularity, the function still has a series expression of (z — zg) but there may be some negative

powers. Such a series is called a Laurent Series.

Taylor series is about analytic functions; Laurent series is about “almost” analytic functions

with singularities. Mathematically, let f be analytic on an annulus

A(Zo,Rl,Rz) :g{ze(c: R < |Z—Zo‘ <R2} .

By o :
O R
' O O Zg

The situation is shown in the pictures above, in which the red circles indicate points that the
function f is not analytic. From this, you will see that being analytic on an annulus is truly an

“almost analytic” condition. Also, at the center point zg, f can be analytic or not.
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THEOREM 15.10 (Laurent Series). Let f be analytic on an annulus A(zo, R1, R2). Then,

B SIS A A )

k:].

1 f(C)dC _ L[ _fQdc
where a_p = % g W and ¢ — 27 o (C _ ZO)Z+1 ’

where C' is any circle with center zg and radius between Ry, Ro.

Remark. As C'is a circle inside the annulus A(zg, R1, R2), its inside contains the ball B(zp, R1)

which may contain singularity of f. Therefore

L[ _fQd , fO)

27 Jo (¢ — 20)tH! !

On the other hand, if indeed f is analytic on B(zg, R1), then the above becomes equality.
Moreover, the coefficients a_;, = 0 because the integrand f(¢)(z — 29)*~! becomes analytic. The

series becomes a power series.

Proof of Laurent Series. The proof is very similar to the one of Taylor Series. Let z € A(zo, R1, Ra).
Then, as shown in the picture below, we may find two circles with center zg where C; has radius
Ry + 0, C5 has radius Ry — d, and also a simple closed contour I' C A(zp, Ry, R2) containing z

in its inside. We also indicate any circle C' with center 2y in the annulus by a dotted circle.

First, by Cauchy Integral Formula applied on the function f, we have
f(Q)d¢

Tﬁrg—z‘

flz) =

Then, observe that the integrand f(¢)/(¢ — z) is analytic on the region between the contours
C1,Cs,I'. We may then further to obtain

_ f(Qd¢ 1 f(Qd¢ 1 f(©)d¢
f(z)—2 e T am e te e s (15.10)

On the circle Cy, we will use exactly the same method as in Taylor Series to write,

N

(z — 2
Z 012+1 + (error),

O

where (error) — 0 as N — oo because | — zo| > |z — 20| for z € Ca. This gives rise to the
positive power terms and the expression for ay. The rigorous analysis about absolute (and

uniform) convergence should be done as in the proof for the Taylor Series.
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On the circle C1, the situation is reversed. We write

N
1 1 -1 (¢ — 20)"
_ . — —>——=— + (error).
_ _ — _ k+1
R = Ly

Now, on C1, |¢ — 20| < |z — 20| and so (error) — 0. Note that the negative sign in front of the
summation cancels out the negative of the integral in Equation (15.10) above. Then by shifting

the index k£ and rewriting the expression, we have

N+1 N+1
fOC - Zo f(¢) 1
—1— error) = — . -+ (error),
T T e = L e e e ()
which clearly gives the desired result of a_j. O

At this point, it is educational to illustrate the theory by a simple example. Let

-1 1 1
f(z):(zfl)(zfQ):zfl_zfQ zeCA{1L2)

For this single function f, there are actually seven typical series expression depending on the
domain of convergence in concern.

Take zg = 0, as a typical case for zy # 1,2. The function f is analytic on B(zp,1) so it has a
Taylor Series found by the following steps.

1 o0
— = ==Y d=—(1+z+2+2+ ), Jz<1
o £=0
1 —1 = z 22 2B

_ _ Z ST AT 2
2—2 2 g z_:zf < PRI ) 2 <

[o¢]
1 3z 7z 15z

_ e _ [ 222, e

f(z)_(z—l Z;( 2ff+1)z <2+4+8+16+ )

On the annulus A(zg,1,2), f is also analytic and so it has a Laurent Series. As |z| < 2, the

second series above is still valid. Yet,

1 1 1 Ie-1 1 1 1 1
= =-) == , 2> 1
2—1 =2 1_1 Zzzk 2+22+23Jr 1t ]
z k=0
1 z 1 1 1 1 zZ oz
f(Z):EZ*k—FEW: +*3+*2+*+§+1+§+
k=1 £=0

111 _1i2k_1+2+4+8+
z2—2 z 1—%_zk_ﬂz oz 22 3 A
0 k
1-2 15 7 3 1
f(Z):kZ_Ozk_H:—<"“+z5+24+Z3+Z2>.

EXERCISE 15.11. Find the two Laurent series expansions for f at each zg =1 or 25 = 2.
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