MATH3230A - Numerical Analysis
Exercises on Nonlinear systems of equations

Newton’s method

. Perform two Newton iteration for the system
vy + 2ty +at =3, a2ty - 220y - 2% = -2
starting with (1,1).
. Perform two Newton iteration for the system
vy=22+1, ayz+y’=22+2, e +z=¢eY+3

starting with (1,1,1).

Broyden’s method
. Let A € R™™ be an invertible matrix with vectors u,v € R®. Show that

(uﬁiﬁ - A‘lu) ® A _Al(uev)At

v- A1y 1+v-Aly
where A=T = (A-1)T = (AT)-L.

. Given a matrix C' € R and vectors w, z, g € R?, the matrix D € R™" satis-
fying Dw = z and Dy = C'y for any y- g = 0 has the form

(z-Cw)®g

g-w
Use the above formula, as well as the conditions

Ap(xg = xp21) = F(g) = F(xp-1),  Agy = Apary for y- (@, — 2421) = 0,
show that

D=C-

N (F(xy) = Fopa) = Apadp1) ® dy

dy-1 - dg-1 ’
Use the above formula to derive an alternative variant of Broyden’s method
using Ay, instead of A;'.

A = Ay dg-1 = Tp — Tp—1.

. Perform two iterations of the good and bad Broyden method to
vy +2?y+at =3, atyS -2y —2%=-2

starting with (zo,40) = (1,1) and Ag = DF (o, yo).
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Steepest descent

. Compute the Hessian for the function g(z) = 327 Az — bTx where A is a sym-
metric matrix.

. Let A be a symmetric matrix with Ax =b. Let y be any vector. Show that

1 T Lop g

5@ —y) Az —y) = 567 A7 b+ g(y).
Explain why minimizing ¢(y) is equivalent to minimizing 3 (z - y)TA(z - y).
. For z such that Az = b, compute the gradient of g(y) = 1(z - y)TA(z - y).

. Let A be a positive definite and symmetric matrix. Recall that the steepest
descent method for solving Ax = b is: Select xg, for £k = 0,1,2,... do the
following:

(i) Compute dy =b- Az, and oy, = di’.cjclfk-

(ii) Update wyy1 = xx — apdy,.

*

Suppose at some iteration k, the error vector e, = x — x* is an eigenvector of

A, show that

(a) di = —Xeg where A is the corresponding eigenvalue of ey;

This shows that the subsequent descent step moves directly to the correct
solution to Az =b.

. Perform two iterations of the steepest descent method for the system

2 0 -1\/(x 1
2 -10 0 ||z ]=]-12
1 -1 4 )\zs 2

with starting vector (0,0,0).
. Let A be an SPD matrix with eigenvalues
O< AL € A< <N,
Consider the sequence {x;} generated by
Te1 = o — (b - Azy,),
where x* is the solution to Az =b. Show that

(1) gy —a* = (I — @A) (zg — z*);
(ii) The eigenvalues of the matrix I — aA are {1 - a);}7;;

(iii) The sequence {x}} converges to z* if o < .



	Newton's method
	Broyden's method
	Steepest descent

