MATH3230A - Numerical Analysis
Exercises on Linear systems of algebraic equations

1 Vector and matrix norms
1. Show that ||z]e < [|z]]2 < || for all x € R™.
2. Show that |z]; <n|z|e and |z]s < /1| 7]e for all z € R.

3. Consider for matrix A = (a;;)1<i j<n,

A =27" lasl.

i=1j=1
Is this a matrix norm?

4. Suppose for a matrix A €e R™" | A| < 1. Show that there cannot exist z € R
with ||z|| = 1 such that (I — A)z = 0. Deduce that (I — A) is invertible.

5. Compute
(I-A4) Z Al
i=0

and show that if |A| <1 then |A™*!| < |A|™*! - 0. Deduce that (I — A)~! =
Yin Al
6. Show that if A is invertible, then for any B it holds that

|1 - AB]|

<|B- A7),
4]

2 Condition number

1. For two invertible matrices A and B, show that

k(AB) < k(A)k(B).

2. Compute the condition number of the following matrices using |- [; and |- [

| (i) (azl aC_L1)’ (1) (—02 (1)) (i) (—41 _03)
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. Show that the condition number k(A) can also be expressed as

| Az||
k(A) = sup —.
)=l |4y|

. Show that the condition number satisfies the property

K(AA) = k(A) for all A+ 0.

Cholesky and LU factorizations

. Factorize the following matrices

4 -1 0 O 1 2 3 4
-1 4 -1 0 2 3 45
0 -1 4 -1} 0456
0 0 -1 4 006 7

. For the SPD matrix

2 6 -4
6 17 -17],
-4 -17 -20

determine directly the LDU factorization from its Cholesky factorization..

. Suppose a SPD matrix A has a Cholesky factorization A = UTU. What can
be said about its determinant?

. If A is positive definite, does it follows that A~! is also positive definite?

. Define a P-matrix to be one where a;; = 0 if j <n -4 and a Q-matrix to be a
P-matrix in which a;,_;1 =1 for ¢ =1,2,...n. Find a PQ factorization of the

matrix
3 15
A= (_1 _1)_

. Given a LU factorization of the matrix A. Write down an algorithm to solve
ATz =b.
Pivoting

. Use Gaussian elimination with partial pivoting to find the determinant of the
matrix

N = OO
O~

— N OO
O O = =



. Let P be a permutation matrix, i.e., it is obtained by swapping certain rows of
the identity matrix I e R™**. Show that if L is a unit lower triangular matrix,
then PLP~! is also unit lower triangular.

. Find a permutation matrix P, unit lower triangular matrix L, upper triangular
matrix U so that PA = LU for the following matrix

-1 6 0 -8
1 0 -6 1
A= 0 1 -1 -1
2 0 -4 4

. Use Gaussian elimination with pivoting to obtain the factorization PA = LDU
for the matrix

2
3
. A matrix A € R™" is column-wise diagonally dominant if

laj;| > > ay| forall 1<j<n.
1<i<n, i#j
Let A denote the matrix obtained from A after applying one round of Gaus-
sian elimination with entries ag ) - @;j — %aﬂ and agll =0 for 2 <7 <n. Show
the following assertions to establish that A() is also column-wise diagonally
dominant, i.e.,

|a§;)| > ) |a§;)| for 2<j <n.

i22,1%]
. |ay|
0 X a1 Y lagl+ =4 Y laal
i>2,i%] i>2,i%] |ay1] i>2,i%]
n
(i) Y. lagl < lagl - layl;
1>2,1%]
n
(iii) Y. laal <lan| =laul;
i22,i%]
: |ayj| (1)
= T g < lal .
(iv) faj;| |a11||a31|—|ajj|

Is partial pivoting needed for matrices that are column-wise diagonally domi-
nant?
Non-square linear systems

. The equation of a straight line is given by y = mx + ¢. Find the closest line
to the points (0,6), (1,0) and (2,0) by defining a suitable overdetermined
system. [Here closest means the 2-norm of the error is minimized]
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2. Find a parabola given by y = a + bz + cx? that comes closest to the values y =
(0,0,1,0,0) at points z = (-2,-1,0, 1,2) by defining a suitable overdetermined
system.

3. Compute the point (z,y,z) that lies on the intersection of two planes
rz+y+x=1 -rz-y+x=0
that is closest to the origin by defining a suitable underdetermined system.
4. Show that the following systems has infinitely many solutions:

T — 219 + 4ag =2,
2!['1 + To — 2I3 = —1,
3.1'1 — T+ 21‘3 = 1,

21}1 + 6[L‘2 - 12173 = —6.

Then, compute the solution with the smallest 2-norm.
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