Suggested Solution of Midterm of Differential Geometry

(1)(a)
Proof. We denote the unit tangent, principal normal and binormal of
a by T, N, B respectively. Then we have

= |/|T
O// _ |O/|/T + |o/|T'
= /|'T + |o/’kN
by Frenet Formula for non-unit speed curve. Then
o x o =k|d|PT x N = k|d/]>B.
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(2)
Proof. Let C be the circle such that AB is a chord of it and AB divide
C into o and 8 where « has length [ (we also denote the length of
by I’ ). Such a circle exists because [ > AB. If r is the radius and 6 is
the angle subtended by AB, then rf = [ and rsin(6/2) = $AB. The
area of the circle is 772, Note that [ + 1 = 27r.

Consider any curve v with length [ joining A, B such that {v, AB}
forms a Jordan curve. Then we consider the closed curve {v, 5} with

fixed length [+1’, and let v vary, 3 be fixed. By a general isoperimetric
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inequality, let 472r* = (I +1')*> > 4w A where A is the area bounded
by the curve {v, 3}. Therefore the largest possible area is mr?. Hecne
if {, 8} bounds the largest area, we must have (I + I')> > 47 A and

{~, B} must be a circle.
O

(3)(2)

Proof. Fix sg, and let A be a constant orthogonal matrix and vg be a
constant vector such that:

Ta(SO) TB(SO)
Na(So) =A Ng(So)
Ba(s0) Bs(so)

and «a(sg) = AB(so) + vo. Let v(s) = AB(s) + vo. Then one can
check that the curvature and torsion of v are still £ and 7 respectively.
By the Frenet formula, the T',, N,, B, and T, N,, B, satisfy the same
ODE and they are equal at s = sy. Hence they are equal for all s.
In particular, o/(s) = +/(s). Since a(sg) = Y(so), we have a(s) =
Aﬁ(S) + Vo.

O

(3)(b)
Proof. Let R = aT + bN + ¢B, then by the assumption

T"=RxT
N =Rx N
B'=RxB

we have
BN x T +cBxT =T =kN
al’' X N+cBx N =N'=—-kT +71B
al' x B+bN xB=DB=—-1N

One may apply inner product with N, T to the above equations, then
we have ¢ = k,b = 0,a = 7. Therefore, R = 7T + kB. O

(4)(a) In the coordinate parametrization

du dv 2(u?® + v?)

X(uuv>:(17Z> A )7



we have
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(5)(a)

Proof. Let X : U C R?> — M be a parametrization of p in M, and write
X(u,v) = (z(u,v),y(u,v), z(u,v)), (u,v) € U. Since X, x X, # 0, we
have one of the Jacobian determinants

Oz, y) 9y 2) 9(z )
A(u,v)” d(u,v) d(u,v)

is not zero at ¢ = X ~1(p).

Suppose first that ggzg; (q) # 0, and consider the map 7o X : U —

R? where 7 is the projection 7(z,y,2) = (z,y). Then 7o X (u,v) =
(x(u,v),y(u,v)). Then by inverse function theorem, there exist an open
neighborhood of ¢, V4, in U and an open neighborhood of 7 o X(q),
Vi, such that FF = 7 o X maps V) diffeomorphically onto V5. Now
let V= X(V;), then V is an open neighborhood of p in M. Let
Y = X o F~!. Then Y is a coordinate parametrization near p. Now

Y = (w(u(z, y),v(z, ), y(u(z,y),v(z,y)), 2(u(z,y),v(r,y)) = (z,y, f(2,y)).
by the definition of F~1. 0



(5)(b)
Proof. Now we have
X(u,v) =(z(u,v),y(u,v), f(2(u,v),y(u, v)))
Xu =(Tu, Yus foTu + fyyu)
Xo =(Tv, Yoo foo + fylo).

Then (z4,y,) and (x,,y,) are linearly independent otherwise X, and
X, are linearly dependent. By inverse function theorem, there are an
open neighborhood O of (ug, vy) and an open neighborhood V' of (¢, yo)
such that 7o X : O — V is a diffeomorphism.
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(5)(c)
Proof. et p € M, X : U — M,(u,v) — (z,y,z) and YV : V —
M,(&,m) — (z,y,2) be 2 coordinate parametrizations such that p €
X(U)NY (V) =S. Denote U; = X 1(S) and V; = Y1(S), we want to
show Y~'o X : U; — Vj is a diffeomorphism. Now let p’ € S, by part
(a) and (b)(we may assume the graph we obtain in part (a) is over xy-
plane), we have (u,v) — (z,y) is diffecomorphic near X ~!(p’). Similarly,
(&,m) — (x,y) is diffeomorphic near Y=1(p'). So (u,v) — (&,n) is
diffeomorphic near X ~*(p’). We have shown that Y™'o X : U — V;
is a local diffeomorphism. Together with the fact Y ~! o X is bijective,

we actually see Y ! o X is a diffeomorphism.
O



