Solutions of MATHSH360 Assignment 3

1. (a) Consider

v (036 G,

we have
b—4dy>3+yif 0<y<2/5
5—4dy=3+yify=2/5,
b—dy<3+yifl1>y>2/5.
Thus,

P={(z,y): (x=0n1>y>2/5U(0<z<1ny=2/5U(x=1N0 <y < 2/5)}.

Consider
4 1
xB=(z 1-—u) <2 3>:(2x+2 —21 +3),

we have

2e+2< 20 +3if 0<xz<1/4,

204+ 2=-20+3if v =1/4,

204+2>2zx+3if 1>z >1/4
Thus,

Q={(z,y): (0<z<1/4ny=0)U(x =1/4N0 <y < NHU(l/4 <z < 1lny =1)}.
By Figure 1, PN Q = {(1/4,2/5)}. Therefore, the game has a Nash

equilibrium (p,q) = ((1/4,3/4),(2/5,3/5)) and the payoff for row player
is 5 — 4y = 17/5, the payoff for column player is 2x + 2 = 5/2.
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Figure 1:




Figure 2:

(b)Since
P={(z,y): (x=0n0<y<1/5U0<z<1ny=1/5U(z=1n1/5 <y < 1)},
and
Q={(z,y): (0<x<3/5Ny=0)U(x=3/6N0<y<1HUB/s<z<1ny=1)},

by Figure 2, PNQ = {(0,0), (3/5,1/5), (1,1)}. Therefore, the game has three
Nash equilibriums (p, q) = {((0,1), (0,1)), ((3/5,2/5), (1/5,4/5)), ((1,0), (1,0)) }
and(t?e payoff pair is {(3,4), (13/5 8/5) (5,2)}.
c¢)Since
P={0,y):0<y<1)},
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and

Q={(z,y): (0<
Pn@ ={0,y) : 0 <y
equilibriums (p,q) = {((O, 1),

{(4+y,2):y€[0,1]}.
(d)Since

INy=1U(x=0n0<y<1)},

<
1)}. Therefore, the game has infinite Nash
(y,1 —y) :y €[0,1])} and the payoff pair is

P={(z,y): (x2=0n1/2<y<1HU0<z<1ny=1/2)U(x=1N0 <y < 1/2)},
and
Q={(r,y): (0<x<4/5ny=1)U(x=4/5N0 <y < 1HU4/b <z <1ny=0)},

by Figure 3, PNQ = {(0,1), (4/5,1/2), (1,0)}. Therefore, the game has three

Nash equilibriums (p, q) = {((0,1), (1,0)), ((4/5,1/5), (1/2,1/2)), ((1,0), (0,1)) }
and the payoff pair is {(4,3),(1/2,3/5),(2,1)}.

2.(a)
1= (35 1);
=3 1)

Since the 1st column of B is dominated by the 2nd column of B, q = (0,y,1—

y). Consider
0 (3-y
o \1+4y)’

(423) y
3 51 L

we have
3—y>1+4yif 0<y<2/5
3—y=1+4yify=2/5,
3—y<l+4dyifl1>y>2/5.
Thus,

P={(z,y): (z=1n0<y <2/5)U(0 <z <1ny=2/5U(z =0N1 >y >2/5)}.

Consider

XB:(CC 1—:L‘) (; g le>:(2—x —2x+5 1+3x),
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Figure 3:




Figure 4:

we have

b—2x>143zxif 0 <z <4/5,
b—2x=1+43xif x=4/5,
S5—2rx<143xif1>x>4/5.

Thus,
Q={(r,y): (0<x<4/5ny=1)U(x=4/5n0 <y < 1HU(1 >z >4/5Ny =0)}.

by Figure 4, PNQ = {(0,1),(4/5,2/5), (1,0)}. Therefore, the game has three

Nash equilibriums (p, q) = {((0,1), (0, 1,0)), ((4/5,1/5), (0,2/5,3/5)), ((1,0), (0,0,1)) }
and the payoff pair is {(5,5), (13/5,13/5), (3,4)}.
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145
A‘(312)’

0 -1 1
B:(z 1 —1)'

Since the 2nd column of B is dominated by the 1st column of B, q = (y,0,1—

y). Consider
(1 4 5) g B (5—4y>
31 2 1y 2+vy

we have
b—dy>2+yif 0<y<3/5,
b—dy>2+yify=3/5,
5—dy<2+yif 1>y>3/5
Thus,

P={(z,y): (x=1n0<y < 3/5)U(0 <z < 1Ny =3/5)U(x =0N1 >y > 3/5)}.

Consider
0 -1 1
xB:(q: 1—:5)(2 1 _1):(2—2:6 1—-2zx 29(:—1),

we have
2—-2x>2x—1if 0 <z <3/4,
2—-2x=2x—1if v =3/4,
2—-2r<2x—1if1>x>3/4

Thus,

Q={(z,y): (0<z<3/4ny =1U(x =3/4N0 <y < HU(1 >z > 3/4Ny = 0)}.
by Figure 5, PNQ = {(0,1) /4 3/5) (1,0)}. Therefore, the game has three

0,1), (3
Nash equilibriums (p, q) = {((0,1), (1,0,0)), ((3/4,1/4), (3/5 0,2/5)),((1,0),(0,0,1))}
and the payoff pair is {(3,2), (2.6, 0 5) (5 1)}.
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Figure 5:




4 0 2
A=[2 6 —1],
5 1 4
6 3 —1
B=14 5 1
02 3
Since the 1st row of A is dominated by the 3rd row of A, p = (0,z,1 — x).

A and B can be reduced to
, (26 —1
A_(51 4)’
, (451
B_(O 2 3)'

Since the 1st column of B’ is dominated by the 2nd column of B, q =
(0,y,1 —y). A" and B’ can be reduced to

. (6 -1
v ()
s (51
B_(2 3).

Consider
6 —1 Y [Ty —1
1 4 1—-y) \4-3y)’
we have
Ty—1>4-3yif1>y>1/2,
Ty—1=4-3yif y=1/2,
Ty—1<4-3yif 0<y<1/2.
Thus,

P={(z,y):(z=1n1>y>1/2)U0 <z <1ny=1/2)U(z =0Nn0 <y < 1/2)}.

Consider
(z 1—-2) (g il))) = (2+3z 3-2x),
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Figure 6:

we have

243r>3—-2zif 1>x>1/5,
24+3x=3—-2xif x=1/5,
24 3r<3-2cif0<z<1/5

Thus,
Q={(z,y):(1>x>1/ny=1)U(x=1/n0 <y <1HUO <z <1/5Ny=0)}.

by Figure 6, PNQ = {(0,0),(1/5,1/2),(1,1)}. Therefore, the game has three
Nash equilibriums (p, q) = {((0,0, 1), (0,0,1)), ((0,1/5,4/5),(0,1/2,1/2)), ((0,1,0), (0,1,0)) }
and the payoff pair is {(4, 3), (2.5, 2. 6), (6,5)}.
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347
A=1{2 8 3],
5 5 4
2.0 9
B=|6 4 5
431

Since the 2nd column of B is dominated by the 1st column of B, q = (y,0,1—
y). A and B can be reduced to

37
A=1|2 3],
5 4

29
B =16 5
4 1

Since the 2nd row of A’ is dominated by the 1st row of A’, p = (x,0,1 — x).
A’ and B’ can be reduced to
"o 37
v=(1)

v (29
5= (3 7).

Consider
37 Y (T —4y
5 4 1—y) \4d4+y )’
we have
T—4dy>4+yif 0<y<3/5,
T—4dy=4+yify=3/5,
T—4dy<4d+yifl1>y>3/5.
Thus,

P={(z,y) : (x=1Nn0<y < 3/5)U(0 <z <1ny=3/5U(x=0N1>y>3/5)}.
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Consider
(z 1—2) (i ?) = (4—-2z 1+8z),

we have
4—2x>14+8xif 0 <z <0.3,
4—-2x=14+8x1f x =0.3,
4 —2x<14+8xif1>x>0.3.
Thus,

Q={(z,y): (0<x<03ny=1U(x=03N0<y <1HU(l >z >0.3ny =0)}.
by Figure 7, PNQ = {(0, 1), (0.3,0.6), (1,0)}. Therefore, the game has three
Nash equilibriums (p, q) = {((0,0, 1), (1,0,0)), ((0.3,0,0.7), (0.6,0,0.4)), ((1,0,0), (0,0,1)) }
and the payoff pair is {(5,4), (4.6,3.4),(7,9)}.

3.(a) Define f : (z,y) — (—y,z). If f has a fixed point (zo,yo), then
—1yo = xo and xy = yo which implies (zg,yo) = (0,0) ¢ X. Hence f has no
fixed point in X.

(b) Define f : (z,y,2) — (y,—=z,2). If f has a fixed point (x¢, yo, 20),
then yo = xo, —20 = Yo and z¢ = 2o which implies (xg, 3o, 20) = (0,0,0) ¢ X.
Hence f has no fixed point in X.

(c) Define f : (z,y) — (%2, %), If f has a fixed point (z¢,%0), then

2 02
’”02“ = xp and % = yo which implies (z9,70) = (1,0) ¢ X. Hence f has no

fixed point in X.
4 —1
=0 7);

4.(a)
BT = (:‘11 (1)) .

(:ua V) = (VA> VBT) = (2/37 _1>'
See Figure 8. The equation of the line segment joining (0,1) and (1,0)

is given by v = 1 —u and g(u,v) = (u—2/3)(v+1) = —u? + Ju — 3,
u € [2/3,1], which attains its maximum at u = 1. The equation of the line
segment joining (4, —4) and (1,0) is given by v = —3(u — 1) and g(u,v) =
(u—2/3)(v+1) = —3u* 4+ Fu — 4, u € [1,4], which attains its maximum

29 5).

29 . . ..
at u = 57. Thus, the arbitration pair is (o, ) = (57, — 15
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Figure 7:
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Figure 8:

31
4=(02)
r (1 -1
B _<O 3).

(1, v) = (va,vB") = (3/2,3/5).

See Figure 9. The equation of the line segment joining (2,3) and (3,1) is
given by v = —2(u—3)+1 and g(u,v) = (u—1.5)(v—0.6) = (u—1.5)(—2u+
6.4), u € [2, 3], which attains its maximum at u = 2.35. Thus, the arbitration
pair is (a, f) = (2.35,2.3).

(c)

W =

(/1’7 V) = (VAa VBT) = (07 7/5)
See Figure 10. The equation of the line segment joining (1,3) and (4,1) is
2
3

a
given by v = —2(u — 4) + 1 and g(u,v) = (u — 0)(v — 1.4) = u(—3
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Figure 9:

Figure 10:
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u € [1,4], which attains its maximum at u = 1.7. Thus, the arbitration pair

is (o, B) = (1.7, ).
6 0 4
A:<8 4 o>’

' 15
c)

4 -2
B'=110 1
1 3

(1) = (va,vBT) = (2,1).

See Figure 11. The equation of the line segment joining (6,4) and (8, —2)
is given by v = —3u + 22 and g(u,v) = (u — 2)(v — 1) = —3u? + 27u — 42,
u € [6,8], which attains its maximum at u = 6. The equation of the line
segment joining (6,4) and (0,10) is given by v = —u + 10 and g(u,v) =
(u—2)(v—1) = (u—2)(—u+9), u e [0,6], which attains its maximum at
u = 5.5. Thus, the arbitration pair is («, §) = (5.5,4.5).

5. If we regard NTV and CTV as the row player and the column player
respectively, then the bimatrix game is

20 50
=0 %)
[0 40
=5 1),

(1, v) = (va,vB") = (20,0).

See Figure 12. The equation of the line segment joining (50,0) and (0, 40)
is given by v = —2u+40 and g(u,v) = (u—20)(v — 0) = —3u* + 56u — 800,
u € [0, 50], which attains its maximum at u = 35. Thus, the arbitration pair
is (o, B) = (35,12).

6. (a) The bargaining set is shown in Figure 13. On the bargaining set,

g(u,v) = (u—0)(v —0) = uv = u(4 — u?).

Since ¢'(u) =4 — 3u*,¢'(u) = 0 = u = %3 It is easy to see g attains its

maximum at u = %g on the bargaining set. Hence in this case, we have
: : . (23 8
arbitration pair (=, 7).

(b) When (p,v) = (0, 1), the bargaining is shown in Figure 14. In this
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Figure 11:
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40
30
20
10

0

Figure 12:

Figure 13:
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Figure 14:

case, on the bargaining set,
g(u,v) = (u—0)(v—1)=ud —u®>—1) = 3u — u’.

Let ¢'(u) = 0, we get u = 1. The arbitration pair is (1, 3).
7. Let g(u,v) = (u—p)(v—r) on R. In the intersection of the bargaining
set and a neighborbood of («a, ), we have

9(u,v) = (u— p)(f(u) = v) := h(u).
Since ¢ attains its maximum at (o, 3), we have h'(a) = 0, which implies
easily that f'(«a) = —g—::;.
8. (a) Set p = q = (1/n,1/n,...,1/n), then Aq” = (r,r,...,r)T and
pAT = (r,r,...,r) and, by the definition of Nash equilibrium, (p,q) is an

equilibrium pair with (r,7) as payoff pair.
T

(b) Let m be the maximum entry of and a;; € A such that

A ; Ui _ m. Denote v(A) by a, then (u,v) = (a,a). By the definition of
m, the line segment joining (a;;, a;;) and (a;i, a;;) is belong to the bargaining
set of (A, AT) and is given by v + v = 2m. On this line segment, g(u,v) =
(u—a)(v—a) = (u—a)(2m—u—a) attains its maximum at v = m. On other
part of the bargaining set, u + v < 2m and g(u,v) < (m — a)?. Therefore,
the arbitration payoff pair of the bimatrix (A4, AT) is (a, 8) = (m, m).

9.(a) The maximum total payoff is 24+ 4 = 6 and the threat matrix is

5 —2
N ]
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The threat strategies are p; = (5_(_42_)1_1%,5_‘?:;)__2%“) = (0.3,0.7) and

q; = (5_?‘:2()__?%, 5_(_52’)1_1+4) = (0.6,0.4). The threat differential is § =

% = 2.2 and the threat solution is (¢1, o) = (H22, 522) = (4.1,1.9).

(b) The maximum total payoff is 5+ 3 = 8 and the threat matrix is

2 =2
reane ()

The threat strategies are p; = (2_(_12_)(10“,2_?:;)__23“) = (0.2,0.8) and
q, = (2_3:2()__23“,2_(_22_)[10“) = (0.6,0.4). The threat differential is § =

—zftz()’fgﬁ = 0.4 and the threat solution is (¢1, ¢o) = (324, 8=04) = (4.2, 3.8).

(c¢) The maximum total payoff is 4 + 7 = 11 and the threat matrix is

2 -1 -3
a4 7 9)
The second column is strictly dominated by the last. The threat strategies are
then easily determined to be p; = (0.5,0.5) and q; = (0.4,0,0.6). The threat
differential is § = —1 and the threat solution is (1, o) = (11+2(_1), 11_2(_1)) =
(5,6).
(d) The maximum total payoff is 7+ 5 = 12 and the threat matrix is

-6 2 3
T=A-B=|-7 1 0
4 -8 -5

The second row is strictly dominated by the first row and T" can be reduced

to
, (=6 2 3
T_(4 —8 —5)'

The last column is strictly dominated by the second column. The threat
strategies are then easily determined to be p; = (0.6,0,0.4) and q; =
(0.5,0.5,0). The threat differential is § = —2 and the threat solution is

(1, p2) = (B2, 22 — (5,7).
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