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Review

• Conditional expectation E[XfY=y1

• Calculate expectation by conditioning

EEXI = ECEEXIY ? !

§ 77 Moment generating functions .

Def . Let X be a r- u
.
and te LR

. Define

Muti = ELENI .
For convenience

,
we also write Mlt) = Myth and

call it the moment generating function of X .

Remark :

① etx = ¥
,

n÷, th . X
"

.

Hence

in Nwt) = ET t÷ECxI
↳ n-th moment of

X .



④ If Mutt exists and is finite for all
-too ts to for some to > o

,

then

ca , EEX " I = Mx" lol
,

n
-

- 1,2. . . .

Example I . Let X be a binomial v.v
.

with parameters (n, p)
.

Muti = Efe
#
I = ÷ etkpgx.mg
= II.etk . ( nh ) pkg ,- pgh

-k

= Fifth ) (etpjkci -pink
By Binomial -1hm
= n

( etp + ( tips ) .



Example 2 . Let X be a Poisson nu. with parameter d .

Muti = E Lett't = Eo et k . e-d. d÷,
= FI e" . (etaI

k!

( etat
= e-

d
. e

Heth
= e

.

Example 3 .

Let Z be a standard normal nu
.

Matti = Ef etZf
is

=r¥ e
"

e

-¥
.dz

- is

= t.S.ie! e-
"

dz

Let x-- Z-t

ta, f: et e
-¥
oh,

th
= e



Example 4. Let X be a normal nu
.

with mean fl

and variance 5?

Notice that Zi = XII is a standard normal

V.V
.

Hence X = fu -1 OZ .

Mx = EL
- et ( Mt ray

= EE et te . e.
to Zf

= Eth EE et Zf
= ett . Mz (to )

= et tu . e = e.
It't mat



Thin 5 . Let X
,
Y be two nu

.

's
.

If I to > o such that

Myth = My Lt ) for ttfto, to)
and both are finite .

Then X and Y have the same distribution

lie Fx = Fy )

Due to this result
,
we say that the

moment generating function determines the distribution .

Prop 6 . If X and Y are independent
then M×+y Ct ) = My htt . My Cts

.



Pf
. My+yet, = E[etxttyf-E-etk.etYI-E-etxf.EEet 't] ( here we

use the

independency of= Myth . My Ct ) . * and Y )

Mls

chap .

8 Limiting Thins
.

§ 8. I

Q : Let Xi
,
Xs
,

- -

; Xn,
' -

- be

a sequence of independent , identically
distributed ( IID) r- u. 's

.

what can one say about the limiting
behavior of

X ,
-1 " " t Xn
a-



as n→ is ?

§ 8.2 . Two basic inequalities .

Prop . 7 ( Markov inequality )
Let X be a non- negative nu.

Then for any a > o,

PS X > a } s HAI .

Pf . Define a new r. u. I such that

I = { I if X za

o if Xs a .

Since X - o
,
we have

I g Xa
Hence E[II E E [Iaf = E[XI/a .

But E[ It = I - P{It } to p{ Iso}
= p{ I -- I}
=p { Xza}

.



Hence

pg x > a } E EEXIIA
. the

Prop 8 ( Chebyshev 's inequality )
Let X be a nu

.

with finite mean he
and variance on

.

Then V E > 0
,

Pf Ix-Hae } e Ig .

Pf . Let Y= IX- ul ? Applying Markov inequality
to Y

,
we have

Pl Ix-Hae 's =p { Y sey

s E.EE#=EclYaIn--I.
.

Me.



Suppose that it is known that the number of items produced 
in a factory during a week is a random variable with mean 
50.

(a) What can be said about the probability that this week’s 
production will exceed 75?

(b) If the variance of a week’s production is known to equal 
25, then what can be said about the probability that this 
week’s production will be between 40 and 60?

Example . 9 .

Solution : Let X denote the number of items

produced during a week .
Then X is a non- negative nu.

By our assumption , E[ XI - 50
.

(A) Hence by Markov inequality
pg x > 75 's s

E.LY#=5fs--3.PfXsI5J--PlXz76jEEEYf-=5I
.



Cb ) Var ( X) = 25 .

Pf#XE Go }
= Pf IX - sole to }

= I - Pf IX - 501 > to }

Using the Chebyshev inequality, we have
Pl Ix -501 > to } s Yo = foot -- I

Hence pf 40 E ke Go } Z l - 4=14--0.75 .


