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Review
.

Independence of 2 on more events

• Say two events E and F are independent if
PC EF ) = PCE ) . PCF )

.

• Ei
,
Ez
,

' '

i En are said to be independent if

P ( Ei , - . . . Eir ) = PC Ei , ) . . . P (Eir )

for all subsets of Events Ey
,

- .

; Eir
.

• A family of events { Ei } ;ez are said to

be independent if
hYyfimteubfamiy of these events

are independent .



Def . ( Independence of sub- experiments ) .
An experiment might consist of some sub - experiments,
for instance as the experiment that rolling a coining continuously
consists of a sequence of sub- experiments,

where the n - th sub experiment is the n-th toll
of the coin ,

N=L, 2, - ' '
.

We say these sub - experiments are independent if
Ei Ez

,

e . -

, En are independent
whenever Ei is an event whose occurrence

depends only on the i- th sub - experiment .

These sub- experiments are said to be trialsurn
if the set of possible outcomes of each sub - experiment
are the same

.



Chap 4 . Random variables
.

§ 4. I Introduction to random Variables
.

Def . For a random experiment , a random variable (r. v.)
X is a real - valued function defined on the

sample space S . That is
,

X : S → LR
.

is a function .

Example 't . Flip 3 fair coins .

Let X be the

number of theheads that appear .

X = # { heads that appear !
Eg . if the outcome is ( T, H, T)

,

then X - l

if the outcome - is ( H , T, H ) , then 4=2
.



Example 2
.

Two fair dice are rolled .

Y = the product of the numbers that
appear .

If the outcome is (2, 5)
,

then 4=10
.

Example 3 .

2- = the life -time ( in hours )
of a randomly chosen flashlight

.

§ 4.2 . Discrete random Variables
.

Def . A nu . X is said to be discrete if

X can take on at most countably many
different values .

Def . For a discrete r. u. X
,
the prob . mass function

of X is defined by



peas = p{X= a }
⇒ p{ wes : Xcwl -- a }

,

it at IR
.

Example# : X = # { heads thaptpear in robbing
3 fair coins }

{ X=o } = { ( T, T, T ) )
{ x.=/ } = { ( H , T, T) , ( T, H , T ) , (IT, HI}
{ X=2 } = { ( H , H, T) , ( H, T, H) , ( T, H, HI!
{ X=3 ) = { l H , H , HI }

.

So plot = gt , PC D= F
,
plz) = F

,
Pl3fI

and play = o for all a ¢ { 0 , I
, 2,3 }

.



Prep .
Let xi

,
xz
,

- - - be the possible values of
a discrete r. u

.
X

.

Then

I pcxn) =P .

In general I PG ) =/
.

x : pcx) > o

Pf
.

Let

En = { WE S : XCW) = Xn }
,
n=I
,
2
,
' . .

Then E
, , Ese ,

. . .

.

are mutually exclusive
and exhaustive

.

Hence
q p ( En ) =p ( s ) - I .

But pain) = P( En )
,

hence

In pain) = M
.

¥



§ 4.3 Expected value .

Let X be a discrete r- v.

Let pox , = P { X -- x } be the prob . mass function
of X .

Def . The expected value of X is defined by

E- [ XI = E x - Pex)
x : pcx ) > 0

we sometimes also call E [ XI the meat of X .

Hence EEXI is a weighted average of
murmur

the possible values of X .

Example : X= # { head sthaiptpear in flipping 3

fair coins}
plot 48 , put = % , pal = 3/8 , pal =L



Hence by definition ,

E [ X1 = ox plot t I xp 1- 2x plz) -13×143)

= O xtg t Ix Ig t 2x Ig t 3 xtg
= ¥+3 = %

.

§ 44 . Expected value of a fixation of a nu .

Let X : S → IR be a discrete nu
.

Let g : IR→ IR be a function .

Then g( X) is a function from S to IR
,

so it is a new ru
.

Q : How can we compute E [ 94111 ?

Remark : By def , if Ya
,
uh
,

in

,
are the possible

values of G(X )
,
then



E [ guy = ¥ Y; P { 81×1=9; )
.

Prop . EIGCXH = Fg@ i) . pcxi) ,

where Xi
,
xs
,

. . .

.
are all the possible values of X .

Pf . Grouping all gcxi ) which take the same
value

, gives

I gcxilpcxi)
= 5. f÷g⇒.

Bail Pail)
= } ( Ega, ,=y . Yi pail)
= E Y . ( Egan. ,=g.

"" ')
= Tj Y; Pf g (x ) - y;)

This proves our desired identity . 1¥



{ 91×1=9; } = ÷g⇒=y? * ' il
( the Union being disjoint)

Hence Pf g (Xk Yj } = ¥gc×i,=y;P{ f- kid
= I

iigcx ,yay.
Pai )

.

Corollary: EfaXtbI = a E[XI t b
f a, b EIR

and X is a discrete
r. V

.

Pf . Let g : IRS IR be defined by G = axtb
.

LHS =E[g(HI = I @xtb ) pcx )
x ipad > o

= I axpcxstbpcxl
X'- pad so

= a ,÷p¢, >PPC" t Epa, >o
""

= a . E [XI t be RHS . I#



§ 4.5 Variance
.

Def . Let X be a discrete r. u
.

set

Var (x) = EL ( X-HII
,

where µ=EEx1
.

We call Var (x) the variance of X
mum

It describes how far X is spread out from its mean
.


