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1 Problems

1. Let T and U be self-adjoint operators on an inner product space V. Prove that TU is self-
adjoint if and only if TU = UT .

Ans: (TU)∗ = U∗T ∗ = UT , so TU = UT is equivalent to (TU)∗ = TU , then TU is self-
adjoint.
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2. Let T be a self-adjoint operator on a finite-dimensional inner product space V . Prove that

(a) For all x ∈ V , ‖T (x)± ix‖2 = ‖T (x)‖2 + ‖x‖2.

(b) T − iI is invertible and [(T − iI)−1]∗ = (T + iI)−1

Ans:

(a) Since T is self-adjoint, we have T ∗ = T , then 〈x, T (x)〉 = 〈x, T ∗(x)〉 = 〈T (x), x〉.
Therefore,

‖T (x)± ix‖2 = ‖T (x)‖2 + ‖x‖2 ± 〈T (x), ix〉 ± 〈ix, T (x)〉
= ‖T (x)‖2 + ‖x‖2 ∓ i〈T (x), x〉 ± i〈x, T (x)〉
= ‖T (x)‖2 + ‖x‖2 ∓ i〈T (x), x〉 ± i〈T (x), x〉
= ‖T (x)‖2 + ‖x‖2

(b) Suppose (T ± iI)(x) = 0, then ‖(T ± iI)(x)‖2 = ‖T (x) ± ix‖2 = ‖T (x)‖2 + ‖x‖2 = 0,
which means x = 0, so T ± iI is surjective and then invertible.

Since T is self-adjoint, we have that (T − iI)∗ = T ∗ + iI = T + iI, then,

〈x, [(T − iI)−1]∗(T + iI)(y)〉 = 〈(T − iI)−1(x), (T + iI)(y)〉
= 〈(T − iI)−1(x), (T − iI)∗(y)〉
= 〈(T − iI)(T − iI)−1(x), y〉
= 〈x, y〉.

This shows that [(T − iI)−1]∗(T + iI) = I and so [(T − iI)−1]∗ = (T + iI)−1.
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3. Let T be a normal operator on a finite-dimensional real inner product space V whose char-
acteristic polynomial splits. Prove that V has an orthonormal basis of eigenvectors of T .
Hence prove that T is self-adjoint.

Ans: Please find the proof in lecture note.
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4. Prove det(A∗) = det(A), A ∈Mn×n(C).

Ans: We know that A∗ = At and det(At) = det(A), so it’s sufficient to prove det(Ā) =
det(A).

Claims that det(A∗) = det(A) holds for all Mn×n(C).

For n = 1, it’s clear that det(Ā) = det(A).

When n > 1, suppose claim holds for n− 1, then

det(A) =

n∑
j=1

(−1)i+jAij det(Ãij) =

n∑
j=1

(−1)i+jAijdet(Ãij),

where i is arbitrary, Aij is the i, j element of matrix A and Ãij is the i, j minor of A. Since

Ãij ∈Mn−1×n−1(C), then det(Ãij) = det( ˜̄Aij) and Āij = Aij , so

det(Ā) =

n∑
j=1

(−1)i+jĀij det( ˜̄Aij) =

n∑
j=1

(−1)i+jAijdet(Ãij) = det(A),

claim holds for n. By M.I. we have det(A∗) = det(A).
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5. Let T : V → W be a linear transformation, where V and W are finite dimensional inner
product spaces with inner products 〈, 〉1 and 〈, 〉2, respectively. Prove the following results.

(a) There is a unique adjoint T ∗ of T , and T ∗ is linear.

(b) If β and γ are orthonormal bases for V and W , respectively, then [T ∗]βγ = ([T ]γβ)∗

(c) rankT ∗ = rankT

(d) 〈T ∗(x), y〉1 = 〈x, T (y)〉2 for all x ∈W and y ∈ V .

(e) For all x ∈ V , T ∗T (x) = 0 if and only if T (x) = 0.

Ans:

(a) For some fixed y ∈ W , define gy(x) = 〈T (x), y〉2. It’s easy to check gy is linear that
∀x, z ∈ V and ∀c ∈ C,

gy(x+cz) = 〈T (x+cz), y〉2 = 〈T (x)+cT (z), y〉2 = 〈T (x), y〉2+c〈T (z), y〉2 = gy(x)+cgy(z)

So we can find a unique ỹ ∈ V such that gy(x) = 〈x, ỹ〉1 for any x ∈ V , so we can define
T ∗(y) = y then 〈x, T ∗(y)〉1 = gy(x) = 〈T (x), y〉2. Since ỹ can be uniquely determined
by y, such T ∗ exists and is well-defined. Then we can also check that for ∀x ∈ V ,
∀y, z ∈W and ∀c ∈ C,

〈x, T ∗(y + cz)〉1 = 〈T (x), y + cz〉2 = 〈T (x), y〉2 + c̄〈T (x), z〉2
= 〈x, T ∗(y)〉1 + c̄〈x, T ∗(z)〉1 = 〈x, T ∗(y) + cT ∗(z)〉1,

so we have T ∗(y + cz) = T ∗(y) + cT ∗(z), T ∗ is linear.

(b) Let β = {u1, · · · , un} and γ = {v1, · · · , vm}, assume that T (ui) =
∑m
j=1 aijvj and

T ∗(vi) =
∑n
j=1 bijuj , then [T ]γβ = (aij) and [T ∗]βγ = (bij). For aij ,

aij = 〈T (ui), vj〉2 = 〈ui, T ∗(vj)〉1 = 〈T ∗(vj), ui〉 = bji,

so [T ∗]βγ = ([T ]γβ)∗

(c) in HW10.

(d) 〈T ∗(x), y〉1 = 〈y, T ∗(x)〉1 = 〈T (y), x〉2 = 〈x, T (y)〉2
(e) ⇒: If T ∗T (x) = 0, then ‖T (x)‖2 = 〈T (x), T (x)〉2 = 〈T ∗T (x), x〉1 = 〈0, x〉1 = 0, so

T (x) = 0.

⇐: If T (x) = 0 then T ∗T (x) = T ∗(0) = 0.
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