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Abstract—Network coding has been receiving much attention 

recently for its ability to improve network throughput and 
enhance network robustness. In this paper, we investigate the 
design of network coding in wireless networks and propose a 
combined low complexity network coding and channel decoding 
scheme. We analyze the capacity of the proposed scheme for both 
the binary symmetric channel (BSC) and AWGN channel and 
show that it can achieve almost the same channel capacity as 
traditional network coding with a small degradation in the 
system bit error rate (BER) performance while achieving almost 
50% complexity reduction. It is also shown that the proposed 
network coding design can be applied in wireless cooperative 
networks. 

Keywords: Network Coding, Channel Decoding, Wireless 
Networks, Log-Likelihood Ratio. 

I.  INTRODUCTION 
Network coding has recently received much attention from 

the research community because of its potential for improving 
network throughput and robustness. In a wireline network 
with network coding, the intermediate relay nodes between the 
source and the destination nodes may process and mix the data 
packets from different inputs to produce output packets before 
forwarding them. It has been shown that with network coding, 
the wireline packet network can achieve the max-flow min-cut 
throughput for multicast transmissions [1]. It has also been 
shown in [2] that this capacity can be achieved by applying 
linear encoding at the intermediate nodes. 

Motivated by these attractive results, recent research efforts 
have been extended to network coding in wireless networks. 
In such networks, the packet sent by a node can be detected by 
several other nodes simultaneously. This broadcast property, 
referred to as the wireless multicast advantage [4], makes the 
use of network coding in wireless networks even more natural 
[5]. In [3], it was shown that with network coding, 
low-complexity and energy-efficient routing algorithms can be 
designed. [6] showed that network throughput can be 
significantly improved by using opportunistic network coding 
that takes into account the changing wireless environments. 
Likewise, [7] showed that network coding is much more 
robust against packet loss than conventional schemes. 

The design of network coding has also been considered in 
the physical layer of wireless networks and was combined 
with the techniques that deal with the detrimental effects of 

wireless channel fading. For example, the joint design of 
network coding and channel coding has been considered in 
[8,9] to obtain additional diversity gain. Another example is 
the physical layer network coding where direct network 
coding by the mixing of EM (electromagnetic) signals (as 
opposed to “bits” in the digital domain) has been shown in [10] 
to obtain further increases in network throughput. In contrast 
to previous work, this paper considers an alternative joint 
network coding and channel decoding design at the 
intermediate nodes. In traditional network coding, packets 
received from different nodes are first decoded separately and 
then combined by network coding. In the proposed scheme, 
however, and by taking the linear property of the channel 
coding and network coding into account, network coding is 
performed prior to the channel decoding by combining the 
hard or soft decisions of each received packets. It is shown 
that the proposed scheme can be seen as an alternative to the 
traditional network coding scheme to improve the wireless 
network throughput. We analyze the capacity of the proposed 
scheme for both the binary symmetric channel (BSC) and 
AWGN channel and show that the proposed scheme can 
achieve almost the same channel capacity as the traditional 
one at moderate and large SNR values. It is also shown by 
simulation that the performance degradation of the proposed 
scheme is around 0.5~1 dB at a bit error rate (BER) of 10-5 in 
AWGN channels. However, compared to the traditional 
network coding scheme, only one channel decoding process is 
needed and the computational complexity at the intermediate 
node is reduced by almost 50%.  

The rest of this paper is organized as follows. In Section II, 
we present the system model along with a brief description of 
the traditional network coding scheme in wireless networks.  
Section III describes the joint network coding and channel 
decoding design with soft and hard detection. In section IV, 
the channel capacity of the proposed scheme is analyzed and 
compared with that of the traditional scheme. Section V 
presents numerical results. We discuss the application of the 
proposed network coding design for wireless cooperative 
networks in Section VI and conclude the paper in Section VII. 

II. SYSTEM MODEL 
Throughout this paper we focus on a typical network coding 

unit as described in many prior investigations (e.g., [1-3]), as 



shown in Fig. 1. Nodes n1 and n2 are two independent source 
nodes and node n3 is the intermediate node. At n3, two packets, 
X1 and X2 from n1 and n2, respectively, are linearly combined 
by network coding and forwarded to other nodes. Typically, 
the network coding combination takes the form of an 
exclusive OR operation, i.e., XOR. 
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Fig. 1. Typical network coding unit. 
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2Û2V2Y2X2D2U

2N
2nnode

3nnode

1U 1D 1X
1nnode

Encoder 1

Encoder 2

BPSK
Modu.

BPSK
Modu. +

+ S/H
Detection

S/H
Detection Decoder 2

Decoder 1

Network
Coding

 
Fig. 2. Traditional network coding design. 

Fig. 2 depicts the signal processing procedures in traditional 
networking coding. Let ,0 ,1 , 1[ , , ]i i i i KU u u u −= "  denote the 
data bits in the information packet of node ni. It is assumed 
that the packets from n1 and n2 have the same packet length K 
and the binary information bits , {0,1}i ku ∈  for 

0, , 1k K= −… are independent and uniformly distributed. At 
each node, it is assumed that the information packet is coded 
using the same channel coding scheme, with a reversible 
mapping function Γ . The relationship between the 
information packet and the codeword ,0 ,1 , 1[ , , , ]i i i i ND d d d −= … , 
where , {0,1}i nd ∈  for 1,2i = , can be represented by 

1( ) ( )i i i iU D D U−Γ = Γ =     (1) 

where the 1−Γ  denotes the decoding processing. It is easy to 
see that the coding rate is K/N.  

We assume that BPSK modulation is used and that the 
mapping from the coded bit ,i nd  to the BPSK symbol ,i nx  
is given by 

, ,1 2i n i nx d= − .       (2) 
For simplicity, it is assumed that the modulated packet, Xi, is 
transmitted to node n3 through AWGN channels. That is, 

, , , for 1,2  and 1, ,i n i n i ny x n i n N= + = = …  (3) 

where ,i nn  is the white Gaussian noise with variance 2σ . It 
should be noted here that our proposed scheme can be easily 
generalized to systems with other modulation schemes and 
wireless fading channels. 

At the intermediate node n3, let ,i nv  for 1,2i =  and 
1, ,n N= … denote the hard/soft decision on the received 

signal ,i ny . If the receiver performs hard detection, we have 

, ,sign( )i n i nv y= .     (4) 
If soft detection is applied, then soft decision, which is usually 
represented by the Log-Likelihood Ratio (LLR), will be 

generated and sent to the channel decoder, where some 
algorithms, such as BCJR [11] and LogMAP [12], may be 
used. With reference to [12], ,i nv  is given by 
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 (5) 

Finally, the hard-input hard-output (HIHO) or soft-input 
hard-output (SIHO) algorithms can be used to decode the 
signal. Let 1̂U  and 2̂U  denote the estimation of packet 1U  
and 2U . The network coded packet, 3U , is obtained by 

3 1 2
ˆ ˆU U U= ⊕                 (6) 

where “⊕ ” denotes the XOR operation. 

III. JOINT NETWORK CODING AND CHANNEL 
DECODING DESIGN 

A. Basic idea 
In contrast to the traditional network coding scheme, where 

network coding is performed after the channel decoding 
processing, in the proposed scheme, as shown Fig. 3, network 
coding is performed prior to the channel decoding processing 
by directly combining the soft/hard decisions. 

Encoder 1

Encoder 2

BPSK
Modu.

BPSK
Modu.

+ S/H
Detection

+ S/H
Detection

1U 1D 1X
1N

1Y 1V

3V 3U

2V2Y2X2D2U

2N

1nnode

2nnode

3nnode

Combination Decoder

 
Fig. 3. Joint network coding and channel decoding design. 

The basic idea stems from the linear property of the channel 
code. That is, the linear combination of the two codewords, 
which are generated from exactly the same coding scheme 
with the same length, is actually another codeword. This 
linearity can be formulated as 

1 2 1 2( ) ( ) ( ).U U U UΓ ⊕ = Γ ⊕ Γ    (7) 
Almost all of the practical wireless channel codes, such as 
convolutional codes, Turbo codes, and LDPC codes, are linear 
codes. By applying this property of the channel codes, and the 
fact that network coding is also a linear mapping, it is easily 
seen that the order of these two processes can be exchanged. 
This motivates the proposed scheme, as shown in Fig. 3. By 
carefully combining the hard/soft decisions, V1 and V2, the 
output signal V3 can be used to decode the target information 
packet ( )1 2U U⊕ . In the special case where there is no 
transmission error, our design can be expressed simply by  

( ) ( )

( ) ( )

1 1 1
3 3 1 2 1 2

1 1
1 2 1 2 1 2

( )

( ) ( )

U V V V D D

U U U U U U

− − −

− −

= Γ = Γ ⊕ = Γ ⊕

= Γ Γ ⊕ Γ = Γ Γ ⊕ = ⊕
.   (8) 

By comparing the schemes in Fig. 2 and Fig. 3, we see that the 
proposed scheme can perform network coding with only one 
channel decoding process while the traditional scheme 
requires two channel decoding processes. Since most of the 
power in baseband signal processing is consumed by the 



channel decoder, the proposed scheme can greatly increase the 
power efficiency of the intermediate nodes in wireless 
networks.  

B. Design with hard detection 
If hard detection is used at the intermediate node as in (4), 

the detected packet iV  with , { 1, 1}i nv ∈ − +  can be 
represented by 

 for 1,2i i iV X E i= ∗ =    (9) 

where ∗  denotes the multiplication operation at each element, 
and ,0 ,1 , 1[ , , , ]i i i i NE e e e −= …  with , { 1, 1}i ne ∈ − + represents 
the binary error pattern, where , 1i ne = corresponds to the 
correct reception of the coded bit ,i nx  and , 1i ne = −  
corresponds to the error reception. It is easy to see that the 
combination in this case is to multiply the corresponding 
element in the detected packets. That is,  

3 1 2 1 1 2 2

1 2 1 2

( ) ( )

( ) ( )

V V V X E X E

X X E E

= ∗ = ∗ ∗ ∗

= ∗ ∗ ∗
.  (10) 

It should be noted that in the case of BPSK modulation, 
1 2X X∗  corresponds to 1 2D D⊕ . In this case V3 can be 

regarded as the output of a virtual BSC channel where the 
equivalent input is 1 2X X∗  and the error in this virtual 
channel is 1 2E E∗ . 

C. Design with soft detection 
When soft detection is used, network coding is performed 

by combining the soft decisions (5) of the two transmitted 
packets and maintaining as much information as possible. 
Specifically, such combination is expressed as 
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It can be easily seen that 3,nv  actually denotes the LLR of the 
bit 1, 2,n nd d⊕ . It should be noted here that in contrast to the 
traditional network coding scheme, where the combination is 
the addition operation in the finite field GF(2), the proposed 
combination calculates the soft information (i.e., LLR) of the 
network coded bit. Thus, we refer to it as soft network coding. 

A clearer explanation of the soft network coding in (11) can 
be obtained by using the following approximation 
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    (12) 

where ,i ne  denotes the element in the error pattern iE  in the 

hard detection case. It is clearly shown in (12) that the soft 
network coding output can be approximated by the 
combination result in the hard detection case in (10) weighted 
by 1, 2,min(| |,| |)n nv v . A closer observation on (10) and (12) 
indicates that the noise effect is enhanced after the 
combination and more decision errors are generated, 
compared to the traditional scheme. In Section V, some 
simulation results will be provided to show that around 
0.5~1.0 dB more transmit power is required to achieve the 
same error probability.  

We conclude this section by noting that the proposed soft 
network coding idea can be generalized to many prospective 
applications. For example, the soft network coded packet can 
be forwarded directly to the destination node for the final joint 
decoding in a wireless relay network. This design is similar to 
the amplify-forward method in the relay transmission and in 
some situation can achieve better performance than the 
traditional design, while greatly reducing the complexity of 
the relay node. 

IV. CAPACITY ANALYSIS 
The previous section has shown that although the proposed 

scheme reduces the decoding complexity, the enhanced noise 
effect may decrease the system performance. In this section, 
we analyze the channel capacity of the proposed scheme and 
compare it to that of the traditional approach. The channel 
discussed here is defined as the equivalent channel whose 
input is 1 2X X∗ . It is assumed that the two transmission 
channels between the source nodes and the intermediate node 
are independent and with the same random properties. In this 
case, the capacity of the equivalent channel is equal to that of 
the transmission channel for the traditional design. 

A. Capacity in the BSC channel 
When hard detection is used, the BSC channel model can be 

applied here to describe the transmission, where the crossover 
error probability p of the BSC channel is equal to the BER of 
the real transmission. For example, in the system with BPSK 
modulation and AWGN channel, the cross-over error 
probability is given by [13] 

1, 2, 0( 1) ( 1) ( 2 / )n n bp e p e p Q E N= − = = − = = . (13) 
The capacity of the equivalent channel in the traditional 
scheme is equal to that of the transmission channel between 
nodes n1/n2 and n3, which is also equal to the capacity of the 
BSC channel. Therefore, we can obtain the channel capacity 
according to [14] 

T,BSCC 1 H( )p= −        (14) 
where 2 2H( ) log (1 )log (1 )p p p p p= − − − −  is the entropy 
of binary distribution with probability p. 

It can be drawn from (10) that the capacity of the proposed 
design can be obtained by considering the capacity of the 
equivalent virtual BSC channel with the error pattern 1 2E E∗ . 
The crossover error probability of this equivalent BSC channel 
is given by 



1 1, 2,

1, 2, 1, 2,

( 1)

( 1, 1) ( 1, 1)

2 (1 )

n n

n n n n

p P e e

P e e P e e

p p

= ∗ = −

= = = − + = − =

= −

.   (15) 

Thus, we have the capacity of the proposed design as 
2

N,BSC 1C 1 H( ) 1 H(2 2 )p p p= − = − − .    (16) 
Since in practical systems 1/2p < , it is easy to see that 

1p p> . By substituting this relation into (16), we can see that 
the capacity of the proposed design is less than that of the 
traditional design. 

B. Capacity in AWGN channel 
We now assume that the packets are transmitted in AWGN 

channels and that soft detection is used at the intermediate 
node. As we mentioned above, the capacity of the equivalent 
channel in the traditional design is equal to that of the real 
transmission channel, which is given as follows according the 
definition of mutual information [14, 15] 

,
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where , ,( , )i n i np y x and , ,( | )i n i np y x  denote the joint and the 
conditional probability density function (PDF) between 

,i ny and ,i nx , respectively. By following the same derivation 
procedure of [15], we have (17) as 
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   (18) 

where the expectation operation is taken with respect to ,i ny .  
The capacity of the equivalent channel in the proposed 

scheme can be obtained by calculating the mutual information 
between the input signal 1 2X X∗  and the output signal V3. 
That is, 
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(19) 
where 3,nv  is given in (12). It turns out that it is very difficult 
to obtain the PDF of 3,nv . However, through simulations, we 
find that 3,nv  can be approximated as Gaussian distribution 
with a larger variance. With this approximation, we have  

N,AWGN 2 1, 2,
3,

2
log | 1 .

1 exp( ) n n
n

C E x x
v

⎧ ⎫⎛ ⎞⎪ ⎪⎟⎪ ⎪⎜⎪ ⎪⎟⎜= ∗ =⎨ ⎬⎟⎜ ⎟⎪ ⎪⎟⎜ + −⎝ ⎠⎪ ⎪⎪ ⎪⎩ ⎭
 (20) 

The numerical results of the comparison of the capacity 
between the traditional and the proposed designs will be 

provided in Section V. 

V. NUMERICAL RESULTS 
This section presents sample numerical results to 

demonstrate the potential of the proposed joint network coding 
and channel decoding design.  

A. Capacity  
The numerical results of the capacity analysis introduced in 

Section IV are provided in Fig. 4. To evaluate the capacity in 
(18) and (20), we use the method in Appendix-I of [15]. It can 
be seen from this figure that the capacity of the traditional or 
the proposed scheme in the BSC channel is smaller than its 
capacity in AWGN channel. This is because hard detection, 
which leads to the information loss, is used in the BSC 
channel case, while soft detection is assumed in the case of 
AWGN channel.  

It is also shown in Fig. 4 that the proposed design has lower 
capacity than the traditional one. This is because the 
combination prior to the channel coding enhances the noise 
effect and increases the error probability. For example, in the 
BSC channel, it is easy to see from (10) that, the number of 
detection errors is almost doubled after the combination. This 
is also true in the AWGN channel case. As seen in (12), the 
magnitude of the output LLR of the combination is 
approximately equal to the minimum one of the two input 
LLRs, which corresponds to a larger noise variance. However, 
as seen from Fig. 4, as SNR increases, the performance loss 
will decrease. In the moderate and high region of SNR values, 
the proposed design can achieve almost the same capacity as 
the traditional one.  
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Fig. 4. Capacity comparison of the proposed joint network coding and channel 

decoding design and the traditional network coding design.  

B. Bit Error Probability 
We now compare the schemes from the transmission error 

probability point of view. It is assumed that all links are 
AWGN channels with the same noise variance. The standard 
convolutional code with rate 1/2, constraint length 5, and octal 
generator polynomials (23, 35) is applied. It is also assumed 
that the number of information bits in a packet is 200. Fig. 5 
presents the performance results of the traditional and the 

AWGN Channel 

BSC Channel 



proposed designs in two cases: hard decisions input and soft 
decisions input. For the proposed design, in the hard decisions 
input case, the hard decisions to the received signals from two 
source nodes are combined according to (10) before the 
Viterbi decoding. In the soft decisions input case, the soft 
decisions to the received signals from two source nodes are 
soft network coded according to (12) and then passed to the 
soft Viterbi decoder. It can be seen from Fig. 5 that the 
performance of the proposed design approaches to that of the 
traditional one as SNR increases. For example, there is only 
0.6 dB and 1.1 dB difference between the two schemes at a 
BER of 10-5 for the hard decisions input case and the soft 
decisions input case, respectively.  

3 4 5 6 7 8 9
10

−6

10
−5

10
−4

10
−3

10
−2

Eb/No (dB)

B
it 

E
rr

or
 R

at
e

Traditional
Proposed

 
Fig. 5. Performance comparison of the proposed joint network coding and 
channel decoding design and the traditional network coding design in both 

hard and soft decisions input cases. 
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Fig. 6. Performance comparison of the proposed joint network coding and 
channel decoding design and the traditional network coding design for 

different coding rates. 
In Fig. 6, we investigate the performance of the proposed 

design with soft decisions input for different coding rates. 
Two coding rates, 3/4 and 7/8, are considered. The number of 
information bits per packet is again 200. These two coding 
rates are realized by optimally puncturing [16] the above 
standard convolutional code of rate 1/2. It can be seen in Fig. 
6 that the proposed scheme performs closer to the traditional 

scheme as coding rate increases. For example, at a BER of 
10-5, compared to 1.1 dB SNR gap in the rate 1/2 case in Fig. 
5, there is only 0.5 dB and 0.6 dB difference between the two 
schemes, for rate 3/4 and rate 7/8, respectively. This is 
because for high coding rate cases, in order to achieve the 
same BER, more bit energy is required. This makes the soft 
decisions more reliable and reduces the performance loss in 
the soft network coding. 

VI. APPLICATION 
We have shown in the previous sections that the proposed 

soft network coding can be easily combined with channel 
decoding to save 50% computational complexity with only a 
small degradation in BER performance. In this section we 
show that the proposed soft network coding can be further 
applied to wireless cooperative networks. 

We consider a two-way cooperative network as shown in 
Fig. 7, which was also considered in [8]. In this network, node 
n1 and n2 exchange their packets with the help of node n3. In 
the first time slot n1 broadcasts its packet x1, and in the second 
time slot n2 broadcasts its packet x2. Thanks to the network 
coding technique, node n3 can perform the relay transmission 
for both node n1 and n2 in only one time slot by broadcasting 
the network coded packet 1 2x x⊕ .  

Time Slot 1

Time Slot 2

Time Slot 3
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Fig. 7. Network coding design in a two-way wireless cooperative network. 

Let j
iy and j

in  denote the received signal and the noise 
signal at node nj, respectively, when xi is transmitted. Then, we 
have 

1
3 3
1 1

3 3
2 2 2

y x n

y x n

= +

= +
.      (21) 

In contrast to the previous work in [8], in our design, the relay 
node n3 performs the soft network coding and broadcasts the 
soft network coded signal to both node n1 and node n2. 
According to (12), the soft network coded signal is given by 

3 3 3 3
3 1 2 1 2( ) min(| |,| |)x sign y y y y≈ ⋅ .   (22) 

As shown in Section IV, x3 can be regarded as the transmission 
of 1 2x x⊕  in a virtual Gaussian channel. That is, 

3
3 1 2 vx x x n= ⋅ +        (23) 

where 3
vn  denotes the equivalent noise component in the 

virtual channel. The received signal of x3 at node n1 can be 
given by  

 1 1
3 3 3y x n= + .      (24) 

Hard Decisions 
Input  

Soft Decisions 
Input 

r = 3/4 

r = 7/8 



n1 can retrieve the information in x2 from the received signal 
1
3y  by combining 1

3y  and it own packet x1 with soft 
network coding (note that the magnitude of the LLR value of 
x1 at node n1 is infinite), which is given by 

 
1 1 1

1 3 1 3
1 1

1 3 3

( ) min(| |,| |)

    ( ) | |
dy sign x y x y

sign x y y

≈ ⋅

= ⋅
.     (25) 

It should be noted here that in the second time slot node n1 has 
got another copy of the signal x2  

 1 1
2 2 2y x n= + .       (26) 

After combining the two copies of the packet x2, i.e., 1
dy  

and 1
2y , with the maximum ratio combination (MRC) criterion, 

node n1 will obtain a more reliable received signal of x2. 
Similarly, node n2 can work in the same way to obtain x1.  

It can be easily seen that the proposed application of soft 
network coding in wireless cooperative networks performs in 
a similar way to the amplify-and-forward relay protocol in a 
normal relay network since the relay node forwards the soft 
information to other nodes. Thus, the proposed scheme 
achieves the advantages of both the network coding technique 
and the amplify-and-forward technique. In particular, when 
the received signal at the relay node has a lower SNR and 
could not be decoded correctly, the relay transmission with 
network coding can still be performed. It can be proved that in 
this case, the achievable bit rate of the proposed scheme is 
larger than the conventional scheme in [8]. Another advantage 
of the proposed scheme is that channel decoding is not 
necessary at the relay node and the computational complexity 
at the relay node can be greatly reduced. Similar, the proposed 
soft network coding can also be applied in the wireless 
network in [17] to improve the diversity of distributed antenna 
systems. The details of these applications of soft network 
coding will be shown in our future work. 

VII. CONCLUSION 
Network coding is a promising technique for improving the 

throughput and robustness in packet networks. Recent 
research has shown that it can improve the wireless network 
performance even more significantly. In this paper, we have 
considered the joint design of network coding and channel 
coding in wireless networks. In particular, we have introduced 
the concept of soft network coding, where the LLRs of the 
network coded bits are generated by combining the soft 
decisions of the input packets. We have shown that the 
proposed scheme can achieve almost the same channel 
capacity as the traditional network coding scheme under 
moderate to high SNR values. We have also shown that with 
only 0.5 to 1.0 dB penalty, the proposed scheme reduces the 
channel decoding complexity by almost 50%. Finally, it has 
been shown that the soft network coding can be easily applied 
in wireless cooperative networks. 
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