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Abstract—This paper studies the problem of energy con-
servation of mobile terminals in a multi-cell TDMA network
supporting real-time sessions. The corresponding optimation
problem involves joint scheduling, rate control, and power
control, which is often highly complex to solve. To reduce th
solution complexity, we decompose the overall problem into
two sub-problems: intra-cell energy optimization and inte-cell
interference control. The solution of the two subproblems esults
in a “win-win” situation: both the energy consumptions and inter-
cell interference are reduced simultaneously. We simulateur
decomposition method with the typical parameters in WiMAX
system, and the simulation results show that our decomposin
method can achieve an energy reduction of more tharr0%
compared with the simplistic maximum transmit power policy.
Furthermore, the inter-cell interference power can be redwced
by more than 35% compared with the maximum transmit power
policy. We find that the interference power stays largely costant
throughout a TDMA frame in our decomposition method. Based
on this premise, we derive an interesting decoupling propey:
if the idle power consumption of terminals is no less than thie
circuit power consumption, or when both are negligible, the the
energy-optimal transmission rates of the users are indepefent
of the inter-cell interference power.

Index Terms—Energy-efficiency, power control, rate control,
scheduling, multi-cell wireless system.

I. INTRODUCTION

reduction can also lengthen the battery lifetime of terisina
and improve users’ experiences.

Since radio frequency (RF) transmission consumes a signif-
icant amount of energy of terminals, we will focus on redgcin
their energy consumption in this paper. In particular, we
will consider a time-division-multiple-access (TDMA) adhar
network. In each cell, a base station serves a number of
users. The transmissions of these users do not overlap in
time. However, the transmissions of users in differentscell
may overlap and interfere with one another. Each user has a
certain traffic requirement. We want to answer the following
guestion: how do we schedule the uplink transmissions so as
to minimize the total energy consumption while satisfyihg t
traffic requirements of all users?

The gist of the problem is as follows. In the absence of inter-
ference, for a transmission, Shannon’s capacity formaitest
that x = wlog (1 + ‘;—?) wherez is the data ratew is the
bandwidthp is the transmit poweli is the channel gain, and
o2 is the noise power. Suppose that the transmission is turned
on for T seconds within a frame. Then, the number of nats
delivered per frame i6 = 27 = wT log (1 + £%), whereE
is the energy consumption pérnats. From this expression,
we immediately see a tradeoff between the transmission time
T and the energyy when deliveringb nats: increasing the

Green W|reless_ refers to the research_area Fhat rGd_uﬁ’:"‘;\ﬁsmission timg” makesE smaller. Multiple transmissions
the carbon footprint and energy consumption of '”format'oébmplicate this problem in two ways:

technology (IT) industry. There are more than 4 billion €ell

) Intra-cell interaction: Each TDMA frame has a finite

phones in the world [1], and wireless devices and equipments1
consume 9% of the total energy of IT, i.e., as much as 6.1
TWhlyear [2]. Future wireless systems such as 3GPP-LTE
or WIMAX2 are evolving to support broadband services that

demand a higher capacity than can be provided by today’'s
wireless network. In most cases, this is achieved at thersepe 2)
of a higher energy consumption and a more severe impact on

the environment. Besides the environmental concern, gnerg
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amount of time resource. Within each cell, a longer
transmission time of one terminal means a less trans-
mission time for other terminals. Thus, their transmit
energies trade off against each other.

Inter-cell interaction: Across cells, the interference re-
ceived by a base station depends on simultaneous trans-
missions in other cells. If simultaneous transmissions
can be properly scheduled, mutual interferences can
be reduced, which in turn can reduce the total energy
consumption. This can be intuitively seen fram=
wT'log (1 + & whereq is the interference; that

. T<<f.2+q>)’ . o
is, all things being equal, a smallér is required if the
interference; can be reduced.

Thus, to minimize the total energy consumption, we need
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E, wireless devices also consume circuit energy when they
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magnitudes of these energies have a subtle but importatteffpower control in OFDMA based multi-cell networks. The
on the solution to our problem. authors proposed a distributed non-cooperative game apipro
Finding an overall optimal solution to the energy minimizato maximize the overall network energy efficiency, which
tion problem is non-trivial, as elaborated in Section lih. | achieves a trade-off between system throughput and energy
this paper, we propose a method that decomposes the ovaratisumption.
problem into two sub-problems along the line of 1 and 2 The remainder of this paper is organized as follows. In
above. That is, we first consider the sub-problem of intr&ection Il, we describe our system model and assumptions.
cell time fraction allocation, assuming interference isstant Section IIl is devoted to the problem formulation. The pro-
throughout a frame (this assumption is to a large extentlvafiosed energy-efficient policy is provided in Section V. We
according to our simulation experiments — see Section V-B)rovide the simulation results in Section V. In Section Vg w
After the transmission time fractions (and target SINRS) igiscuss possible future works, followed by the conclusion i
each cell are fixed, we then consider the transmission sthedsection VII.
ing across cells and set the transmit powers of the termioals
fulfill the target SINRs. Based on the solution to the second
sub-problem, we then adjust the inter-cell interferenaed a
solve the first sub-problem again. The process is iterafed, iwe consider energy efficient uplink communications in
necessary, by alternating between these two modules.  yireless cellular networks. Within each cell, the usersdsen
The solution found by this decomposition method is guaragaffic to the same base station (BS) via Time Division Mul-
teed to be feasible, albeit not necessarily optimal. Sitlarla  tipje Access (TDMA). The time is divided into fixed length
indicate that this decomposition method can achieve enefgymes. Within a frame, each user is allocated a dedicated
reduction of more tha0% and inter-cell interference powertme period, during which it is the only uplink transmitter
reduction of more thar5% compared with the simplistic within the cell. There is no interferences among users in the
scheme of maximum power transmission. We also derive 88me cell. The concurrent transmissions of different users
interestingdecoupling propertjunder the assumption that theat different cells, however, lead to inter-cell interfeces.
inter-cell interference power stays constant over a TDMf\ie would like to choose the proper time allocations and
frame: if the idle power consumption of terminals is N@ransmission powers for users in multiple cells, such that t
less than their circuit power consumption, or when both afgtal energy consumption is minimized while satisfying the

negligible, then the enel’gy-optima| transmission rateshef Qua“ty of Service (QOS) requirements_
users arendependendf the inter-cell interference power.

Il. SYSTEM MODEL

A. Related Work A. Power Consumption Model

Energy-efficient transmission was first explored in the con- W& consider a comprehensive terminal power consumption

text of sensor networks [3][6]; for example, each Sensg}odel, V\_/hi_ch includes the transmit power, the circuit pqwer
node transmits packets as slowly as is allowed by the delaot9d the "?'"”9 power [?’]' _[13]’ [15], [16]. )
constraint, in the so-called lazy scheduling [6]. A terminal’s .transm|SS|on ra,te depe.nds on the transmit
In cellular networks, most of the research on power contrBPWer» according to Shannon’s capacity formula:
focuses on controlling interference, i.e., sustaining gquired oG " o2 4 ¢
signal to interference-and-noise ratio (SINR) to achiefiged =~ = = wlog (1 + ﬁ) <p= (eXp (E) - 1) —a
target data rate, e.g., for reliable voice connections,[8ke 1
[12] and the long list of references therein. wherew is the bandwidth( is the channel gaing? is the
Recently, energy-optimal uplink scheduling for cellulgss noise power, ang is the inter-cell interference. There is drain
tems was proposed in TDMA systems [13]. It was showgfficiency of the RF power amplifier at a transmitter, denoted
that, by properly choosing the transmit powers, as well @s thy ¢ < (0, 1), which is defined as the ratio of the output power
instantaneous rates and the time fractions of the UserWitand the power consumed in the power amp||f|er Therefore’
a cell, average energy consumption per real-time session gi/en an output power of, the power assumption at the RF
be minimized. In addition, it was demonstrated that energynplifier of a transmitter i/ 0.
saving ratio is substantial, e.g., more than 50% when thegesides the transmit power, an active terminal also con-
network is under-utili;ed. Howevgr, [13] focus_ed onthe®n < mes non-negligible circuit power [3], [15], which is the
cell case. The multi-cell case is of much interest becausgwer of the circuit blocks in the transmission chain, e.g.,
practical deployments of wireless networks contain mletipmixers, filters, local oscillators, and D/A converters. \Whee

cells. Comb_lnmg intra-cell time fraction gllocatlon ander- yansmitter is idle, there is also power consumption due to
cell scheduling/power control can potentially be more gper

9ﬁ'c'ent' Exter_13|ve S'mUI{it'O.nS bY U.S verify that combin- 1, practical wireless systems, different modulation sckerand forward
ing energy-optimal transmission with inter-cell power toh error correction (FEC) codes may be used. Compared with Henr®n's
could improve the energy efficiency b—w% compared with capacity formula,_the impact of adaptive modulat_ion and irpd AMC)

h h Vi I . | . schemes results in a constant SINR gap [17]. This constamorfzan be

_t e Case_ when only intra-ce energy_optlma transm'ssa_m_nv absorbed by the parametéy which denotes the cumulative effect of the
in [13], is performed. Ref. [14] studied the energy-effitierdrain efficiency, modulation and FEC.



TABLE |

NOTATION SUMMARY is considered within each cell, the size of geis no larger
than the number of celld/, i.e., |S| < M. Without loss of
Notation | Physical Meaning generality, we only need consider thé| cells with active
m,n the indices of cell users. Let us define aff| x |S| nonnegative cross channel
i3 __ theindices of user gain matrixGs = [g.nn], With entries as follows:
k the index of concurrent transmission set
A the set of all users in one cell 0, if m =n,
S the concurrent transmission set Jmn . 3)
M the number of cells Gitn),cm), T m#n,
K the number of concurrent transmission sets in one frame . . . .
A the arrival rate of users to the multi-cell network where G(),c(m) is the channel gain from _use(n) in cell
r session rate requirement C(TL) to the BS of CGllC(m). We further define a|115| X |S|
x instantaneous transmission rate nonnegative relative-channel-gain matlds of setS, which
p transmit power is the cross channel gain mati@s normalized by the direct
q inter-cell interference power channel gains. The elements in mati = [b,.,] are as
o noise power follows:
o' target SINR requirement ’ 0 it m=n
w spectral bandwidth o { é ) ? (4)
o circuit power o | BV )
— Gi(m),c(m)’ ’
B idling power
5 a—p whereG(m),c(m) is the channel gain from usé(m) in cell
4 drain efficiency C(m) to the BS of cellC(m). Letys = (Vi) : i(m) € S)
Gi(m)C(m) the channel gain of use(m) in cell C'(m) denote the target SINR vector of the users in&dtet D (v )
Gitmyc(my | M Cr0SS channel gain of zﬁ'zzc'?nf)e" Cimtothe  pe thels| x |S| diagonal matrix whose diagonal entries are
B relative channel gain matrix the elements inys. The SINR requirements of the users in
© Lagrange multiplier setS can be written in matrix form as
(I-D(vs)Bs)ps = D(vs) Vs, (5)
leakage currents [16]. Therefore, the total power consiempt Where I is an [S] x |S|Tldentlty matrix, and vectovs =
f(x) of a terminal with transmission rate is given as (foiz . z(m) c S) is the noise power vector normal-
i(m),C(m)
z\ 1) oi+g ; - ized by the channel gain.
f(z) = {(eXp (3) 1) %5t + o ?f v=0 (éc_tlve)' (2)  Let p(D(ys)Bs) denote the largest real eigenvalue (also
B, if z =0 (idling), called the Perron-Frobenius eigenvalue or the spectraispd

whereq is the circuit power when a terminal is active, ghgs  of matrix D (v5) Bs. The following well-known proposition

the power consumed in idle state. In Section 1lI-C and Sactigives the necessary and sufficient condition of checking the

IV, we will show that the circuit power and the idling powerfeasibility of a target SINR vectotys and computing the

have a substantial impact on the time and power solutionsrfnimum transmit power solutions that achieves.

energy efficient transmissions. Proposition 1 ( [18]-[20]): The necessary and sufficient
Main notations of this paper are summarized in Table |. Weondition for a target SINR vectoy s to be feasible is

use lower boldface symbols (e.g) to denote vectors and

uppercase boldface symbols (eB) to denote matrices. We p(D(7vs)Bs) <1. (6)

use calligraphic symbols (e.g4) to denote sets. The vector|f . is feasible, the component-wise minimum transmit
inequalities denoted by and < are component-wise. power to achievey s is

B. Inter-cell Interference Ps(¥s) = (I~ D(v5)Bs) ' D (vs)vs. @)

Consider a system with a set 8f cells: {C(m),1 <m < Proof sketch: By the Perron-Frobenius theorem [18],
M}. Each cellC(m) contains a set of users (terminaléjm). we know thatp (D (vs) Bs) is a positive, simple eigenvalue
The users within the same cell are allocated different tintd matrix D (vs) Bs, and its corresponding eigenvector is
fractions for uplink transmissions. However, users inatiéht positive componentwise. From matrix theory, we know that
cells may transmit simultaneously and cause interfereace(D (v5) Bs) < 1 is a necessary and sufficient condition
each other. As can be seen from (1), the transmit powler (I — D (v5) Bs) ™' to exist [19]. Furthermore, [20] shows
consumption is closely related to the interference poweslle that (7) is a Pareto-optimal solution to (5). That is, anysrait
Given a fixed transmission rate, a larger inter-cell inter- powerp that satisfies (5) is component-wise no smaller than
ference powerg leads to a larger transmit power Next pg(vs). i-e.,p > ps(vs)- [ |
we calculate the minimum transmit power vector and the The total interference and noise power at the BS of cell
minimum interference power vector that can support the raf&m) is given by
requirements of several simultaneous transmissions.

Let S denote the set of users that are active simultaneously 4o (m) = Z Gi(n),C(m) * Pin) + 07,
in the multi-cell network at a particular instant. Since TBM i(n)€S,ntm



which can be written in matrix form as [13]. Therefore, minimizing the energy consumption in a
dynamicsystem that supports real-time sessions is equivalent
q=Gs p+ns ® 10 minimizing the energy consumption withstatic number
Proposition 2 ( [9]): The interference power vector of se©f users in the TDMA systefn In the rest of the paper, we
S corresponding to the minimum transmit power solution iWill focus on the average power minimization problem in the

(7) is given by multi-cell system with a static number of users.
as(vs) = I—BsD (v5)) ' ns, 9) I1l. PROBLEM FORMULATION AND DECOUPLING
2 o nT . A. Power Minimization in Multi-Cell Networks
where ng = (0?,0%---,0%)" is the noise power vec-

tor. Each element inys(v) denotes the interference pow- We_assume that the frames are synchronized across all
er received by the corresponding base station. Furthermdig!lS in the multi-cell network. Without loss of generality
ds(vs) is the component-wise minimum interference powdp€ frame duration is normalized to be Since different
vector with the target SINR vecteys. That is, for any transmit USers are active at different times in different cells, wdl wi
power solutionp that achieves an SINR vector no less thafj@ve different concurrent transmission sets in the mefii-c

~ s, its corresponding interference power veotpsatisfies network. Suppose there are a totalconcurrent transmission
sets, denoted bySy;, 1 < k < K'}. Each setS;, is active for a

a7~ das(vs) time fraction oft;, (0 < ¢;, < 1) within a frame. If we consider
Proof: The interference power vector corresponding t%" possible combijr\14ations of simultaneous active usees) i
the transmit power solutiopg(vs) in (7) is can be as large a§] (|.A(m)| + 1). For example, in a multi-
m=1
ads(vs) = Gs - ps(vs) + ms cell network with19 cells with each cell having users, we
B -1 have K = 10%. Let xs, = (zi(m)(k) : i(m) € Si) denote
=Gs(I-D(vs) BS)_I D (vs)vs +ms the instantaneous transmission rate vector ofgeAccording
=Bs(I-D(ys)Bs) D(vs)ns+ns to Shannon’s capacity formula, the relation between thiaims
_ (Bs (I-D(vs) BS)_I D(vs) + I) Ns taneous transmission rate vectog, and the corresponding

. SINR vectoryg, is
=(I-BsD - .
( ] sD (1)) .775 . xs, = wlog (1 +'ysk) & Vs, = €xp (XS*') —-1. (10
For any transmit power solutiop that achieves an SINR w
vector no less thaﬂg, we havep = pS('YS)' Furthermore the Substituting (10) into (7), then the minimal power vector
cross channel gain matri& s is non-negative. According to Ps, that supportss, is
(8), the interference power vector corresponding tsatisfies

a>=as(vs) [ | Ps, (Xs,) = (I—D(exp (Xi") —1) Bs)il-

C. Dynamic User Sessions D (eXP (Xj) - 1) vs. (11)

We study a dynamic system with real-time application Recall thatA(m) is the set of users in cell (m). For a user -
sessions (e.g., video/voice sessions). Our target is tamizia  ¢(7) € A(m) with real-time sessions, its QoS requirement is
the average energy consumption per session in a stationdl§2sured as its session rate requiremgpy. \We assume that
system. We assume that the users’ arrival to each(@gh) thére is call admission control that guarantees that thieisys

follows a Poisson process with rate:,, . Then the arrival load is no larger than the system capacity. This guarantees
M that the rate requirements of all the users admitted to syste

rate to all the cells is\ = > A¢(n). Let J be a random can be satisfied. As shown in Section II-C, under Proposition
variable denoting the energféonsumption pessionand P 3, given an arrival rate\ to the system, the average energy

be a random variable denoting the total power consumptiANSUMption per session is proportional to the expectedpow
in the system. The following proposition shows the relatiopSage of all users at a moment in time in a stationary system.

betweenE[P] andE[J] in a stationary system: Thus minimizing the average energy per session is equivalen
Proposition 3 ([13]): In a stationary system with user ar{0 minimizing the expected power usage of the system in a
rival rate \, we haveE[P] = AE[J]. multi-cell system. To represent this problem mathemdsical

consumption per session is equivalent to minimizing tHém) € A(m), 1 <m < M, and1 <k < K,
average power consumption of all the users in the system. 1, if i(m) € S
. . . . ) )

Furthermore, there is a special feature for real-time eassi Zitm) (k) = o
. : . e 0, if i(m) ¢ Sk.
the connection duration of a real-time session is indepa&nde
of the allocated transmission rate. For example, allogaéin  21pis oniy holds for dynamic systems that support real-tirssions, but
higher transmission rate to a voice session cannot make #aes not hold for other non-real-time sessions such as difesfier. For delay-

phone call end earlier, and the Stationary distribution haf t tolerant non—real—time sessions, the stationary digiohuof the_ number of
b f in the TDMA t is ind dent of t users heavily depends on the rate and power control alosabf the users.
numoer or users In the system is independent of thg eyample. allocating a lower transmission rate to a fiagfer session wil

transmit powers as long as the rate requirements are satiski€ep the corresponding user staying longer in the system.

(12)



Problem: Average Power Minimization in a Multi-cell problem. Let us consider cell(m). The session rate require-

Network ment of useri(m) € A, iS 7). If the instantaneous trans-
X v mission rate ofi(m) is x;(,,,), then the time fraction that user
minimize Ztk Z Z ((1 — zitmy(K))B 3-(7,”) need_s to sat!sfy its session rate requiremerttis, =
et =1 \i(m)eA(m) ﬁ During the time fractiort;,,,), the power consumption
« Ti(m) 1
o (K i ; i M 2
tzsom () (o + Pi(m) (k) of the actlve. uset(m) is eAmv (02 + q(m)) +a. All
0 other users in cell’(m) remain in idle state during,,,). The
K power consumption of all idle users during the time fraction
subject tto/k — 17 ti(m) is (|A(m)| — ].) ﬂ If1-— % ) ﬁ > 0, then all user-
1€A(M
i s will remain idle during the time fraction df— > =

K ) Ti(m)

X i€ A(m)

Z Zi(m) (K) - @i(m) (k) -tk = Tigm), Vi(m),¥m, it the total power consumption ¢fA(m)| 3. The intra-cell

) k=1 average power minimization problem can be formulated as
variablesz;(,,,) (k) > 0, Vk,Vi(m),Vm, follows:

te 2 0, Vk. (13) Problem: Intra-Cell Average Power Minimization:

The objective function in (13) is the total average power
consumption of all the users in the system and consists of two

parts. The first part is the power consumption when the users Timy (exp (Z2) —1

are idle. The second part is the power consumption when the Minimize >~ Zatm) \ 0G0y com)

users are active in transmissions, wheye,) (k) is computed i(m)eA(m)

according to (11) as a function &fs, . The first constraint in

(13) statgs th(at ?che total time allocated to all the conaurre (e +a(m)) + a + ([A(m)| - 1)ﬂ>
transmission sets equals the frame length, which is nozeli

to be 1. Here, we treat the case where no user is active in Ti(m) (14)
any cell as a special concurrent transmission sef,0f= (. +11- Z — | [A(m)| 5

. . . . Li(m)
The second constraint in (13) states that each user’s sessio i€A@m) "1

rate requirement is satisfied. The variables in (13) are the subject to Z Ti(m) <1
time fraction variableg, and the instantaneous rate variables i(m)eA(m) Li(m)
ﬂfi(m)_(k)- ) ) variablesz;(,,,) > 0, Vi(m) € A(m).
It is challenging to solve Problem (13) directly and op-
timally. First, if we consider all possible combinations of
simultaneous active users, then the total number of coeatrr
transmission set&” increases exponentially with the cell num- The objective in (14) is to minimize the total average power
ber M. Second, the transmit pow(,,) (k) in the objective consumptions of all users in cedl(m) during the unit time
function of (13) is a complicated function of the instantame frame. Since we consider uplink transmissions, the basiersta
rate variablesc;(,,)(k)’s. The transmit power is different for is the common receiver for all the users.i(m). Thus, the
each usei(m) and each different concurrent transmission séiter-cell interference power at the base station (en)) is
Sk- the same for every user. The constraint in (14) states tleat th
In this paper, we focus on designing a heuristic algorithiotal active time fraction is no larger than the frame length
to solve Problem (13) based on one key assumption:
Assumption 1:For each celC’(m), we assume the interfer-
ence experienced by the B&,mn), remains constant within a

Problem (14) can be shown to be equivalent to,

time frame.
Assumption 1 is later verified reasonable with the simutatio N Tigm) [ exp () —1
results in Section V-B. With this assumption, the usergigra minimize Z Ti(m) 0G i (m)c(m)
mission schedule in one cell does not affect the transnmissio im)eA(m)
in other cells. Without loss of generality, we will simply 9
assume that the transmission order of the users in eactscell i (0% +a(m)) +a - 5) (15)
fixed based on the arrival order of the corresponding session _ Ti(m)
We will tackle Problem (13) by solving intra-cell average Subject to Z =1
power minimization and inter-cell power control sepanatel i(m)eA(m) =)

variables ;) > 0,Vi(m) € A(m).
B. Intra-Cell Average Power Minimization

Based on Assumption 1, the average power minimization
problem of a given cell turns out to be a convex optimization If we change the variable ) to the time fraction variable



ti(m) = % Problem (15) is further equivalent to, negative for any positives;,,,). When0 < t;,,,) < 1, we
' ) haveu,(,,) > % So the first part of (17) is always negative
exp (“')gi%) -1 wheno0 < ;) < 1.
Therefore, wheny < 0, (17) is always negative. So the

minimize Z Li(m)

i(m)eA(m) OGimycom) object function in (16) is a monotonically decreasing fimmct
of the transmission time fractiaf,,,). As a result, the optimal
(0 + q(m)) +0<ﬂ> (16) solution to Problem (16) is achieved when the inequality
constraint is tight, i.e., >  t;,, = 1. In this case,
subject to > tim <1 minimizing i(m)EA(m)
i(m)eA(m)
variables t;.,,y > 0,Vi(m) € A(m). exp (Uj;_y(':)) —1

2
The second derivative of the objective function in (16) with > tim Gy (m) (0% +q(m)) +96

respect to variablé;,,, is i(m)€A(m)

o + qglm r2 .
( ( >) i(m) eXp( Ti(m) )
)

QCTVi(m)C(m)U}Qt{3

i(m

is equivalent to minimizing

5 exp (Fe) 1
titm)

which is always positive. So the objective function in (18) i ;. ca(m) 0Gi(m)c(m)

convex. The constraints in (16) are linear constraints.réhe

fore, Problem (16) is a convex optimization problem. The-opt-urthermoreg® +¢(m) becomes a common scaling factor in
mal instantaneous rate/,, (or equivalently the optimal time the objective functlo_n and thus can _b_e removed._Therefore,
fraction ¢7;,,.\) of the intra-cell power minimization problem Problem (16) is equivalent oa simplified formulation waer
in general depends on the inter-cell interference payger). 4() @ndd can be removed:
To simplify notation, letd = « - 5. _ _ exp ( Titm) ) 1

Next we show that the optimal solutions to the intra-cell . imize Z ti(m) wti(m)

wti(m)

(0 + q(m))

power minimization problem and the inter-cell interferenc i(mI e A(m) Gi(m)C(m)
power can be decoupled df < 0. ) (19)
subject to > tim =1
C. Decoupling Property Whefi < 0 _ im)€A(m)
- . L variables  t;(,,) > 0.
If 5 <0, the idling powerg is no smaller than the circuit
power . Then we have the following theorem. In additionThis completes the proof. [
the theorem is also valid when both the circuit power and the The physical meaning of Theorem 1 is thati 0 (i.e.,
idling power are negligible (i.ef ~ a ~ 0). the idle power consumption is no less than the circuit power

Theorem 1:If § < 0, the optimal instantaneous transmisconsumption), the users in the system will make use of all
sion rate solutions, the optimal time fractions, and thénoptt the time resource for transmissions in order to minimize the
target SINRs of the intra-cell power minimization problensystem power consumption. When the whole time frame is

(15) (.e., Timy bim): and Vim) for all i(m) € A(m)) utilized, the interference power at the base station is ancom
are independent 0§ the inter-cell interference power letel influence that affects all the users in the cell, which does
circuit power, and the idling power. not affect the time fraction allocation among the users in
Proof: The first order derivative of the objective functiorthe system. Theorem 1 will be referred to the “decoupling
in (16) with respect to variablg,,,) is property” for 6 < 0, which decouples the intra-cell average

power optimization from the inter-cell power control.

0?4+ q(m) (_ Ti(m) ( Ti(m) )
eGi('rn)C(m) U}ti('rn) U}ti('rn) IV. THE DSP ALGORITHM
exp (M) _ 1) +4. (17) _ Theorem 1 motivates us to propose an algorithm, called
Wi(m) Decomposed Scheduling and Power control (DSP), to achieve

The first part of (17) (excepi) is always negative when energy-efficient transmissions in a multi-cell systemféint
0 < ti4n) < 1. This can be easily shown if we let;,,, = values ofd will lead to different executions in the algorithm.

—im) The first part of (17) then becomes

Whi(m) *
A. DSP Algorithm Whein < 0

(—wi(m) exp (Uitm)) + exp (uimy) —1). (18)  Because of the decoupling property whén< 0, we will
_ o _ ~ optimize the average power consumption in two separats:step

The first order derivative of (18) with respect @) IS, step 1 (intra-cell average power minimization): Each cell
% (—ti(m) exp (uim))), Which is negative for any C(m) solves Problem (19) to determine the optimal time
positiveu,(,,). So (18) is a monotonically decreasing function  fraction, the optimal instantaneous rate, and the optimal
of wj(my. When u;,,,y = 0, (18) equals zero. So (18) is target SINR of each user id(m).

o2+ g(m)
0Gi(m)c(m)



« Step 2 (inter-cell power control): Given the optimal targetrom VL (t, ¢) = 0, we have
SINRs of the users in each cell, we can get the optimal

target SINR vector for the users that are active simulta- , 1 . Ti(m) Ti(m) 1) +1
neously (i.e., in each s&t;). Then we will compute the ~ Gigmyc(m) P W) WE(m) ’
component-wise minimum power solution that satisfies (20)

the target SINR vector.

The flowchart of the DSP algorithm for the case< 0 is
shown in Fig. 1.

Step 1: Solve the convex optimization (16) within each cell
C(m) using the Lagrangian method:
1) Compute the optimal Lagrangian multiplier ¢
with Newton’s method;

2) Calculate the optimal time fraction;
(p*Gi(m)C(m} -1
e
3) Calculate the optimal instantaneous rate:

. G -1
xi = | W [ P Gitmycm ]Jr llw
e

4) Calculate the optimal target SINR:

* 'xi(m)
Vi =€Xp| —— |—1
w

1

Py _ Mty W
w

i(m) — +1

v

Step 2: Determine transmit power cross multiple cells:
1)Determine all the concurrent transmission sets
in a frame {S,,--,S,,--,S} and their active
fractions of time {,,-+-,¢,,--,t,} ;
2) For each set S, , calculate the component-wise
minimum transmit power vector:

p;, =(1-D(7;, ) By, )7l D(7; )vs,

Fig. 1. Flowchart of the DSP method for the case 0

In Step 1, each cel’(m) solves the convex optimization
problem (19) using the Lagrangian method. ketlenote the

Lagrangian multiplier of the constraintin (19). The Lagyam
function is

Ti(m) _
Z exp (w'tum)) !

t:
o) Gi(m)c(m)

i(m)eA(m)
+ Z ti(m) -1
i(m)eA(m)

L(t, )=

wherep* is the optimal Lagrange multiplier art(;i(m) is the
optimal time fraction solution to (19). Given the parametef
Titm)» Gitm)c(m), andw, the optimal Lagrange multipligp*

can be computed by the Newton’s method, which guarantees
superlinear convergence (faster than exponential) [2fferA
obtainingy™, the optimal time fraction?,, , can be calculated

by solving (20). An efficient way to solve (20) is to tabulate
the Lamberti function [22], which is defined as

W(y) exp (W(y)) = y.

Thent;*(m) is given by
1(m *Gz m m) 1 -t
iy = o) )(W((p (m)cm) )+1) . (21)
w &

The optimal instantaneous rate soluti@j@m) is:

* Ti(m SO*szCm -1

i(m)
Given the instantaneous rate solutimpm), the target SINR
%-*(m) then can be determined by equation (10).

In Step2, optimal power control is performed across mul-
tiple cells to determine the optimal transmit powers for the
users in each cell. We have obtained the active time fraction
tr m)? the instantaneous rat€; m)? and the target SINR;‘(m
01g each user in each cell. Because the scheduling order m eac
cell is determined by its arrival order, we can determineted!
concurrent transmission sefiSy, 1 < k£ < K} and their active
fractions of time{tx, 1 < k < K} in the frame. According to
Proposition 1, we can compute the component-wise minimum
transmit power solutions of each s®t that achieve the target
SINR vectoryg, as in (7).

B. DSP Algorithm Whe# > 0

When§ > 0, the circuit power is greater than the idling
power, which is more likely to happen in practice [3]. The
intra-cell power minimization problem fof > 0 is given in
(16). The optimal time fraction and the optimal instantareo
rate solution to (16) ardependendn the inter-cell interference
power g(m). This motivates us to use an iterative method to
minimize the energy consumption in the multi-cell network.
At the beginning of each iteration, we replaggn) with the
average interference powé(m) obtained from the previous
iteration for every cellC(m). For the first iteration, the

Since Problem (19) is convex, the necessary and sufficiefdtimated interference powgm) is the averaged interference
conditions for an optimal solution are the KKT conditions: power of the previous frame.

Vil (t,0) =0 and ¢ > tim —1] =0
i(m)€eA(m)

The flowchart of the DSP algorithm for the case of>
0 is shown in Fig. 2. It involves an iteration between two
steps. In Step 1, each cell(m) solves Problem (16) using
the Lagrangian method, whegém) is replaced byj(m). The



Estimate ¢(m) with the averaged
interference power of the previous frame

|

Step 1: In each cell, BS solves the convex optimization (15) in
which ¢(m) is replaced by g(m) using the Lagrangian method;
1) Compute the optimal Lagrangian multiplier ¢* with
Newton’s method;
2) Calculate the optimal time fraction:

-1
. Ty ((p +5)9G‘(m)am)7(02 +(§(m))
[i(m) =—\W N +1
N w e(o" + q(m))

2) Calculate the optimal instantaneous rate:

" +65)0G —(o?+¢(m
x:(m) _|lw ((ﬂ ) ilm:C(/ni ( q( )) 1w
e(a‘ + q(m))

3) Calculate the optimal target SINR:

.
* iom)

Viemy :exp[ -1
w

Step 2: Determine transmit power cross multiple cells:
1)Determine all the concurrent transmission sets in a frame
{Sl,--~,SK}, and their active fractions of time {tl,~--,tk} ;
2) For each set S, calculate the component-wise minimum
transmit power vector:

Py, = (I*D(J’; )Bs, )7I D(7; )vs,
3) Calculate the interference power vector

qs, = (I _BskD(J/; ))71 Ns,

4) Calculate the total power consumption in the current iteration:

b (N |

m=1\_i(m)eA(m)
5) Update the estimated average interference power:
K

Is the total power consumption
reduced by more than or equal to £?

Fig. 2. Flowchart of the DSP method whér> 0

Lagrangian function of (16) is given by

eXp( Ti(m) ) _ 1

wti(m)

L (tv 90) = Z ti(m)

i(m)eA(m) eGl(m)C(m)
(0 +d(m)) +5> el Do tim -1
i(m)eA(m)

Similarly, we use the KKT conditions to solve formulation
(16). Compared with (20), (21), and (22), the optimal Lagean
multiplier ¢*, the optimal time fractiom;*(m), and the optimal

instantaneous rate*

i(m)

to
CP* _ O'2 + (j(m> exp riim) riim) 1) +1 75’
0Gi(m)c(m) Wy Wy
(23)
* _ Tl(m)
timy = =
—1
* d HGZ m m) 2 ]
W (¢* +6) (m)C(m) (0% + G(m)) 1)
e (0% +q(m))
(24)
and
* ’rz(m)
Litm) = 7% =

- (p* +9) eGi(m)C(mA) — (0% + q(m)) 1w
e (0?2 +q(m))

(25)

In Step 2, given the active time fracti@;‘lm , the instanta-
neous ratec;‘(m), and the target SINR/,;‘(m) of)tained in step

1, the concurrent transmission s¢t$;, 1 < k < K} and their
active fractions of timgt;, 1 < k < K} are determined. The
transmit power vectopg, and the interference power vector
qs, for each setS; can be determined according to equations
(7) and (9), respectively. The total power consumption & th

current iteration is computed by

K M
St D > ((1 = 2i(m) (k) B + Zi(m) (k)
k=1 m=1 \i(m)eA(m)

<a+pi(#)(k>>) )) (26)

where z;,,,) (k) (defined in (12)) denotes whether usi¢m)
is active in setSy, and p;(,,) (k) is the mth element in the
transmit power vectopyg, .

We use the averaged interference power vector in the current
frame to serve as the estimate interference power in the next
iteration, which is given by

K
a=> trqs,. (27)
k=1

The mth element in vectorq is the averaged interference
power experienced by the BS in cell(m), ¢(m). Notice
that in each iteration of the DSP algorithm, the total power
consumption is compared with last iteration, and the next
iteration starts if the total power consumption is reducgd b
more than or equal to a percentage threshkaid(0, 1). If the
improvement of the total power consumptions is less than
the DSP algorithm terminates. The total power consumpgon i
monotonically decreasing and the DSP algorithm is guaeahte
to converge in a finite number of iteratioAs

3The maximum number of iterations is upper boundedidyy, Pp—l
where P; is the total power consumption in the first iteration aRg;, is

under the case af > 0 are modified the minimum total power consumption in the system.
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Fig. 3. A multi-cell network with7 cells operated on the same channeFig. 4. Transmit power consumption$,= 0 and the algorithm in Section
(the frequency reuse factor is 3), and there 28aisers uniformly distributed IV-A is used. The number of users in each cell ranges ftoto 23.

in each cell. The red circles are the base stations and thi kima circles

are the users. Here we only show the users which transmit erparticular

channel.

2) Single-EOT: the Single-cell Energy Optimal Transmis-
sion policy proposed in [13].
V. SIMULATION RESULTS 3) DSP: Decomposed Scheduling and Power control pro-

We carry out extensive simulations to evaluate the perfor- posed in this paper.
mance of the proposed DSP algorithm. We simulate a multi- Figure 4 shows the system power consumptions of the above
cell network with a frequency reuse factor 8f i.e., one of three algorithms as a function of the number of users in each
every 3 cells use the same channel. The network topolo@@” when only the transmit power consumption is considered
is shown in Fig. 3. There are a total &f cells using the Figure 5 shows the system total power consumptions incfudin
same channel, and the radius of each ce0i& m. The users the transmit power, the circuit power, and the idling power.
are uniformly distributed in each cell. For a given number dis expected, DSP outperforms single-EQT, which in turn
users, we investigateé00 sets of random user positions an®utperforms the maximum transmit power policy in both Fig.
present the averaged results. The session rate requirerherft and Fig. 5. The system power consumptions of the Single-
each user i§0 kbps (48.52 knats/second). The bandwidth i§OT and DSP algorithms increase more slowly as the number
1 MHz. The frame length is normalized to Hesecond. The ©f users increases. Because the connection duration ofl a rea
maximum output power i€7.5 dBm. The drain efficiency is time session is the same among these three algorithms, so
0.2. The noise power density is174 dBm/Hz. The power the system power reduction ratio is equivalent to the system
related parameters are cited from [13], [16]. We adopt ti&ergy reduction ratio. For all simulation settings (ithe

distance-based path loss model with a path loss exponenfigmber of users per cell ranges from 2 to 23), compared
4. with the maximum transmit power policy, DSP achieves a

power/energy reduction of more th&d% and 70% in Fig.
4 and Fig. 5, respectively. The energy saving benefits become

A. Power Consumption Improvement more significant when only the transmit power consumption
We evaluate the performance of the DSP algorithm propos&dconsidered.
for both the two cases whee< 0 andd > 0. For§ < 0, In single-EOT, the BS trades off energy consumption and

we only consider the transmit power consumption and negldg@nsmission time from a single cell's perspective. Howeve

the circuit power and the idling power consumption. Thefince BSs of different cells do not cooperate in single-

the a|gorithm in Section IV-A is used. Far> 0, the |d||ng EOT, the power SaVing is still limited due to conservative

power and the circuit power are set 25 mW and30 mw, estimation of the inter-cell interferences. The DSP atbani

respectively, and therefore the algorithm in Section IVsB i

used. The improvement threshalds set as).001%. 4R_eference [13] considered an isolated single cell netwohere the inter-
We compare the power consumption performances of th” interference power i8. Here we consider multi-cell network extension.

. e - Forder to make sure the target transmission rate can bewechiwhen the
following three transmission policies: actual interference power is unknown, we assume the wosst irder-cell

1) Maxi L h . .Eaterference power. In this case, the BS assumes that the insthe adjacent
) Maximum power transmission: each user transmits Withljis use maximum transmit power, and the worst case ineeite distance

the same maximum transmit power. is twice of the cell radius.
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Fig. 5. System total power consumptiods;> 0 and the algorithm in Section Fig. 6. Averaged interference power at the base station efcénter cell
IV-B is used. The number of users in each cell ranges féota 23. C(1), where the number of users in each cell ranges fiota 23.

combines the intra-cell average power minimization witleid of 3 sample network witt23 users uniformly distributed in
cell power control. As a result, the system power/ener@ach cell under the maximum transmit power policy and the
consumption reduction ratio can be further improved comgarpsp algorithm. The x-axis represents the time within a singl
with the Single-EOT algorithm: for all the simulated nunberframe. The y-axis is the interference power at the baseostati

of users per cell, DSP algorithm achieves a further systegp cell C(1). Figure 7 shows that the interference power at
power/energy reduction of more th&f% and50% in Fig. 4 the base station fluctuates a lot in the maximum transmit

and Fig. 5, respectively. power policy; however the interference power remains réyugh
constant within a time frame in the DSP algorithm.
B. Inter-cell Interference Level Specifically, to measure the fluctuation of the interference

We next investigate the interference power levels of thmower, we examine the coefficient of variation. Given theiint
DSP algorithm whens > 0. Specifically, we focus on the ference power vector that contains all the interferencegusw
interference power at the base station of the central@gl) at the base station @f(1) within a time duration of one frame,
in the network topology in Fig. 3. the coefficient of variation is defined by the ratio between

Figure 6 shows the average interference power as a functibe standard deviation and the mean of the interference. A
of the number of users in each cell. It is clear that DSP ouarge coefficient of variation indicates a large fluctuatimin
performs single-EOT, which in turn outperforms the maximure interference power within the frame. Quantitativehe t
transmit power policy. The maximum transmit power policgoefficient of variation of the interference power in Fig. 7
not only consumes a large system power consumption hutder the maximum transmit power policy (s1316. Under
also generates a large interference power at the basenstatibe DSP algorithm, the coefficient of variation is reduced to
Compared with the maximum transmit power policy, DSB.0146. This is because under the maximum transmit power
achieves an interference power reduction of more #&lii  policy, each user in the adjacent cel$(@) to C(7)) uses the
for all the simulated number of users per cell. DSP leadame transmit power. The interference power at base station
to a “win-win” situation: it reduces both the transmit poweof C(1) heavily depends on the locations of the active users in
and the inter-cell interference. Furthermore, we find thate cellsC(2) to C(7). If a user is at the cell boundary that is close
is a tradeoff between the interference power levels and tteethe base station @f (1), it will generate a large interference.
system work load in both the Single-EOT and DSP algorithmisy the DSP algorithm, after doing single-cell optimization
The interference power levels of the Single-EOT and DSRe user at the cell boundary is allocated a larger fraction
increase as the number of users increases. When each celldiatime resource so that its instantaneous transmissian rat
a small number of users, each user has more time to transraguirement can be reduced. Therefore, the transmit power
and thus the inter-cell interference powers can be reducefdthe cell-boundary user can be reduced, which causes less
significantly. However, in the maximum transmit power pglic interference to the base station of c€l(1).
the interference power levels are similar as the numberafus Table Il shows the averaged coefficient of variation when
changes. the number of users in each cell changes ranges froo23.

We further investigate how the interference power changéé find that for all the simulated numbers of users per cell,
over time. Figure 7 exhibits the interference power levethe averaged coefficients of variation of the DSP algoritem i



11

TABLE I
THE AVERAGED COEFFICIENT OFVARIATION OF THE INTERFERENCEPOWER AT THE BASE STATION OF CELL C(1)

n=2 n=>5 n=8 [ n=11 [ n=14 [ n=17 [ n=20 | n=23
maximum power transmission | 0.1074 0.1105 0.1198 0.1303 0.1331 0.1254 0.1276 0.1248

DSP algorithm 0.0014 0.0024 0.0037 0.0058 0.0080 0.0103 0.0132 0.0161
x10
1.2 T T T T 10
—6— maximum power transmission ¢ maximum number of iterations
—x—DSP or O average number of iterations
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Fig. 7. The fluctuation of the interference power at the baagos of the Fig. 8. The maximum and average numbers of iterations for DiS&
center cellC'(1) within one time frame. algorithm ¢ > 0) to converge.

very small, i.e., the interference power fluctuates venelit VI. FUTURE WORK
Tht_ase results ven_fy our constant mtt_arference assumption n this section, we will discuss two possible future reskarc
which was the basis for the decomposition method propos C . . S
o . ~directions: the first one is the energy conservation in &allu
in this paper. The DSP algorithm has the effect of smoothin ” .

. . . tworks that supporhobility; the second one is the energy
out the interference power received at the base statioris. Th . ) _

. S ; conservation problem in the wireless networks that support
observation further indicates that the scheduling ordethef . o

. : . ; - _nhon-real-timeapplications.

users in each cell is not important in the DSP algorithm.

Our DSP algorithm can alleviate the combinatorial part in When users are moving, their channels are often fast time-

formulation (13), which is the most challenging part in soly varying. The power solutions of the DSP algorithm may not

- . satisfy the users’ target SINR requirements, since theradlan
the joint power control, rate control, and scheduling peofbl . :
J P 9 gains may have been changed before the algorithm converges.

One possible solution is to set an SINR margin to combat
the negative impact of mobility [23], i.e., increase theg&r
SINR by a certain amount. As a result, although the channel
Whené > 0, the DSP algorithm involves iterations betweegains may have been changed, the users transmission rate
two alternative steps. The total power consumption is reducrequirements can still be satisfied if the SINR margin is
in each iteration. The DSP algorithms terminates if the insufficiently large. For example, a margin of 3 dB is resenad f
provement in the current iteration is less than a percentage-link transmissions imobileWiMAX assuming a frequency
threshold. Figure 8 shows the number of iterations that theuse factor of 3 [24]. It is clear that there is a trade-
DSP algorithm needs for convergence. For each given numb#r between the SINR margin and the energy efficiency: a
of links, we investigate 200 random networks and preserit bamall SINR margin may not guarantee the mobile users’ QoS
the maximum numbers and the average numbers of iteratigaguirements; a large SINR margin may lead to unnecessary
of the DSP algorithm. We find that for all the simulatedvaste of energy consumptions. Furthermore, the optincizati
networks with different number of users per cell, the averagf the SINR margin is affected by several other factors,, e.g.
number of iterations for DSP to converge is around 3. Thbe moving speeds of the mobile users, the frequency reuse
maximum number of iterations of the DSP algorithm is néactor, and the frame length. The energy-efficient transiois
larger than 8. In Section IV-B, we show that the DSP algorithin mobile multi-cell networks while providing QoS guaragse
is guaranteed to converge. Figure 8 further indicates that tis an interesting topic for further study.
DSP algorithm converges very fast. This paper focuses on the cellular networks that support

C. Convergence
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real-time application sessions (video/ voice sessions). Thg] J. Mogul, “Improving energy efficiency for networked aisptions,”

extension to the dynamic systems that supman-real-time

sessions (e.g., file transfers) is an interesting yet ahgdle 3]
ing topic. The real-time sessions have a special featuee: th
connection duration of a real-time session is independen-
t of the allocated network resource as long as its targé]

rate requirement is satisfied; otherwise, the session may be

dropped. Howevemon-real-timesessions are delay-tolerant. [5]
The holding time of a non-real-time session depends on the
rate and power allocation policy. For example, allocating a
lower transmission rate to a file transfer session will keeff!
the corresponding user staying longer in the system. The
stationary distribution of the number of users dependsiheav [7]
on the rate and power control allocations. In addition, the
QoS metric of non-real-time sessions is less stringent tha[g]
the real-time sessions, and thus the system constraints are systems,”IEEE Jour. Select. Areas in Comnvol. 13, pp. 1341-1347,

different. Therefore, the energy-conservation problermfin-
real-time sessions requires different formulation anditsarh

techniques.

VIl. CONCLUSION

El
[10]

[11]

In this paper, we study the problem of energy conservation
of terminals in a multi-cell TDMA network supporting bursty[lz]
real-time sessions. The associated optimization problem |

volves joint scheduling, rate control, and power control.

We propose a method that decomposes the overall pr

lem into two sub-problems: intra-cell energy optimization
and inter-cell power control. This decomposition method is

guaranteed to find a feasible solution, albeit not an opti

in Architectures for Networking and Communications SystefNCS)
Keynote Speect2007.

S. Cui, A. J. Goldsmith, and A. Bahai, “Energy-constesinmodulation
optimization,” IEEE Trans. Wireless Communvol. 4, pp. 2349-2360,
Sep. 2005.

S. Cui, R. Madan, A. J. Goldsmith, and S. Lall, “Crossdayenergy
and delay optimization in small-scale sensor networkEEE Trans.
Wireless Communvol. 6, pp. 3688-3699, Oct. 2007.

U. C. Kozat, |. Koutsopoulos, and L. Tassiulas, “Croagdr design for
power efficiency and QoS provisioning in multi-hop wiredasetworks,”
IEEE Trans. Wireless Communvol. 5, no. 11, pp. 3306-3315, Nov.
2006.

B. Prabhakar, E. Uysal Biyikoglu, and A. El Gamal, “Engrefficient
transmission over a wireless link via lazy packet schedylim Proc.
IEEE INFOCOM vol. 1, 2001, pp. 386-394.

G. J. Foschini and Z. Miljanic, “A simple distributed amomous power
control algorithm and its convergencelEEE Trans. Veh. Technol.
vol. 42, no. 4, pp. 641-646, Nov. 1993.

R. Yates, “A framework for uplink power control in celai radio

1995.

M. Chiang, P. Hande, T. Lan, and C. W. TdaPgwer Control in Wireless
Cellular Networks, Foundation and Trends in Networkidgly 2008.
M. Johansson and L. Xiao, “Cross-layer optimization wireless
networks using nonlinear column generatiohZEE Trans. Wireless
Commun.vol. 5, no. 2, pp. 435-445, Feb. 2006.

A. Gjendemsjo, D. Gesbert, G. E. Oien, and S. G. Kianin&y power
control for sum rate maximization over multiple interfegitinks,” IEEE
Trans. Wireless Communvol. 7, pp. 3164-3173, Aug. 2008.

S. Singh, N. B. Mehta, A. F. Molisch, and A. Mukopadhy&yloment-
matched lognormal modeling of uplink interference with powontrol
and cell selection,TEEE Trans. Wireless Commuynvol. 9, no. 3, pp.
932-938, Mar. 2010.

5] H. Kim and G. de Veciana, “Leveraging dynamic spare ciipain

wireless systems to conserve mobile terminals’ ener¢iyEE/ACM
Trans. Networking.vol. 18, no. 3, pp. 802-815, June 2010.

] G. Miao, N. Himayat, G. Y. Li, and S. Talwar, “Distribudenterference-

one. The decomposition is motivated and made simple by the

following observations:

[15]

1) The original optimization problem is too complicated to

solve directly online.

2) In cellular networks, the cells using the same frequenéf!
band are usually geographically separated by a distance.
Interference is a strong function of distance when the
distance is small, but a weak function of distance whéeh’}
the distance is large. Furthermore, after doing intra-cell
averaged power minimization, the base station trades {i$]

energy consumption with transmission time. This w
reduce the interference power generated by the c

e

boundary users. Thus, we could make the approximation
that the interference is constant when we make intra—c%]

time fraction allocations to the users within a cell.

3) If the idle power is no less than the circuit power, or
both are negligible, then there is a “decoupling prodgl]
erty”: the energy-optimal time allocations to individual,y
users within each cell are independent of the inter-cell
interference (under the assumption that the interferen[gg]

stays constant throughput a frame).

4) If the idle power is less than the circuit power, the sub-
problems are coupled. We then need to iteratively soli&!

the two sub-problems until convergence.
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