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Abstract Detecting pedestrians in cluttered scenes is a chal-
lenging problem in computer vision. The difficulty is added
when several pedestrians overlap in images and occlude each
other. We observe, however, that the occlusion/visibility sta-
tuses of overlapping pedestrians provide useful mutual rela-
tionship for visibility estimation - the visibility estimation of
one pedestrian facilitates the visibility estimation of another.
In this paper, we propose a mutual visibility deep model
that jointly estimates the visibility statuses of overlapping
pedestrians. The visibility relationship among pedestrians
is learned from the deep model for recognizing co-existing
pedestrians. Then the evidence of co-existing pedestrians is
used for improving the single pedestrian detection results.
Compared with existing image-based pedestrian detection
approaches, our approach has the lowest average miss rate
on the Caltech-Train dataset and the ETH dataset. Experi-
mental results show that the mutual visibility deep model ef-
fectively improves the pedestrian detection results. The mu-
tual visibility deep model leads to 6%− 15% improvements
on multiple benchmark datasets.
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1 Introduction

Pedestrian detection is the task of locating pedestrians from
images. It is important for applications such as video surveil-
lance, robotics and automotive safety. Pedestrian detection
results can be used as input for pedestrian tracking, person
re-identification and action recognition.

Impressive progress in pedestrian detection has been
achieved for better accuracy (Dai et al, 2007, Duan et al,
2010, Enzweiler et al, 2010, Wang et al, 2009, Wu and Zhu,
2011, Wu and Nevatia, 2005, Shet et al, 2007, Lin et al,
2007, Wu and Nevatia, 2009, Leibe et al, 2005, Park et al,
2010, Ding and Xiao, 2012, Yan et al, 2012, Chen et al,
2013, Mathias et al, 2013, Marın et al, 2013) and faster
speed (Viola et al, 2005, Dean et al, 2013, Dollár et al,
2012a, Benenson et al, 2012, Dollár et al, 2010, 2014).
However, pedestrian detection is still a challenging task due
to the background clutter and the intra-class variation of
pedestrians in clothing, viewpoint, lighting, and articulation.

When several pedestrians overlap in the image region,
some will be occluded by others and the expected visual
cues of the occluded parts are corrupted, resulting in the
added difficulty in detection. The examples of overlapping
pedestrians in Fig. 1 (a) often appear in real world applica-
tions.

Pedestrians with overlaps are difficult to detect, however,
we observe that these pedestrians have useful mutual visibil-
ity relationship information. When pedestrians are found to
overlap in the image region, there are two types of visibility
relationships among their parts:

1. Compatible relationship. It means that the observation
of one part is a positive indication of the other part. There
are two parts, i.e. left-half part and right-half part, for each
pedestrian in Fig. 1 (a). In Fig. 1 (a), given the prior knowl-
edge that there are two pedestrians co-existing side by side,
the right-half part of the left pedestrian Lena is compatible
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Fig. 1 (a) Mutual visibility relationship of parts among pedestrians and
(b) detection results comparison of the approach without modeling mu-
tual visibility in (Ouyang and Wang, 2012) and our approach modeling
mutual visibility. The right-half of Lena is compatible with the right-
half of Richard but incompatible with the left-half of Richard. With
mutual visibility modeled in our approach, the missed pedestrians are
found by modeling the visibility relationship among parts.

with the right-half part of the right pedestrian Richard1 be-
cause these two parts often co-exist in positive training ex-
amples. The compatible relationship can be used for increas-
ing the visibility confidence of mutually compatible pedes-
trian parts. Take Fig. 1 (b) as an example, if a pedestrian de-
tector detects both Lena on the left and Richard on the right
with high false positive rate, then the visibility confidence
of Lena’s right-half part increases when Richard’s right-half
part is found to be visible. And the detection confidence of
Lena correspondingly increases. In this example, the com-
patible relationship helps to detect Lena in Fig. 1 (b).

2. Incompatible relationship. It means that the occlu-
sion of one part indicates the visibility of the other part, and
vice versa. For the example in Fig. 1 (b), Lena and Richard
have so strong overlap that one occludes the other. In this
case, Lena’s right-half part and Richard’s left-half part are
incompatible because they overlap and shall not be visible
simultaneously. If a pedestrian detector detects both Lena
and Richard with high false positive rate in Fig. 1 (b), then
the visibility confidence of Lena’s right-half part increases
when Richard’s left-half part is found to be invisible. And
Lena’s detection confidence is correspondingly increased.
Therefore, incompatible relationship helps to detect Lena in
this example.

1 ’Lena’ and ’Richard’ are used as placeholder names in this paper.

These observations motivate us to jointly estimate the
occlusion status of co-existing pedestrians by modeling the
mutual visibility relationship among their parts. In this pa-
per, we propose to learn the compatible and incompatible
relationship by a deep model.

The main contribution of this paper is to jointly estimate
the visibility statuses of multiple pedestrians and recognize
co-existing pedestrians via a mutual visibility deep model.
Overlapping parts of co-existing pedestrians are placed at
multiple layers in this deep model. With this deep model, 1)
overlapping parts at different layers verify the visibility of
each other for multiple times; 2) the complex probabilistic
connections across layers are modeled with good efficiency
on both learning and inference. The deep model is suitable
for modeling the mutual visibility relationship because: 1)
the hierarchical structure of the deep model matches with
the multilayers of the parts model; 2) overlapping parts at
different layers verify the visibility of each other for mul-
tiple times in the deep model; 3) the complex probabilistic
connections across layers of parts are modeled with good
efficiency on both learning and inference. The mutual visi-
bility deep model effectively improves pedestrian detection
performance with less than 5% extra computation in the de-
tection process. Compared with image-based approaches, it
achieves the lowest average miss rate on the Caltech-Train
dataset and the ETH dataset. On the more challenging PETS
dataset labeled by us, including mutual visibility leads to
10% improvement on the lowest average miss rate. Further-
more, our model takes part detection scores as input and it is
complementary to many existing pedestrian approaches. It
has good flexibility to integrate with other techniques, such
as more discriminative features (Walk et al, 2010), scene
geometric constraints (Park et al, 2010), richer part mod-
els (Zhu et al, 2010, Yang and Ramanan, 2011) and con-
textual multi-pedestrian detection information (Tang et al,
2012, Ouyang and Wang, 2013b, Yan et al, 2012) to further
improve the performance.

2 Related Work

When pedestrians are occluded, the supposed visual cue
is missing, and the performance of generic detectors in
detecting them degrades severely. Since visibility estima-
tion is the key to handle occlusions, many approaches
were proposed for estimating visibility of parts (Dai et al,
2007, Duan et al, 2010, Enzweiler et al, 2010, Wang et al,
2009, Wu and Zhu, 2011, Wu and Nevatia, 2005, Shet et al,
2007, Lin et al, 2007, Wu and Nevatia, 2009, Leibe et al,
2005, Mathias et al, 2013, Marın et al, 2013). Wang et al.
(Wang et al, 2009) used the block-wise HOG+SVM scores
to estimate visibility status and combined the full-body clas-
sifier and part-based classifiers by heuristics. Enzweiler et
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al. (Enzweiler et al, 2010) estimated the visibility of differ-
ent parts using motion, depth and segmentation and then
computed the classification score by summing up multi-
ple visibility weighted cues of parts. Substructures were
used in (Dai et al, 2007, Duan et al, 2010). Each substruc-
ture was composed of a set of part detectors. And the de-
tection confidence score of an object was determined by
the existence of these substructures. A set of occlusion-
specic classiers were trained by a new Franken-classier in
(Mathias et al, 2013). The occlusion-specic classiers, called
local experts in (Marın et al, 2013) were combined by ran-
dom forests in (Marın et al, 2013). The And-Or graph was
used in (Wu and Zhu, 2011) to accumulate hard-thresholded
part detection scores. Deformable part based model (DPM)
was used in (Sadeghi and Farhadi, 2011, Li et al, 2011,
Tang et al, 2012, Pepikj et al, 2013, Desai and Ramanan,
2012, Tang et al, 2013) to learn occlusion patterns and
contextual multi-object detectors. The occlusion pat-
terns learned in existing approaches (Pepikj et al, 2013,
Desai and Ramanan, 2012, Ouyang and Wang, 2013a) can
be used as the input of our deep model. Therefore, our ap-
proach is helpful in improving the ability of part detectors
in handling occlusion using both non-occlusion patterns and
occlusion patterns for pedestrian detection. As a solid ex-
ample, we show in the experimental results that the occlu-
sion patterns learned in (Ouyang and Wang, 2013a) can be
used by our model for achieving a performance that is bet-
ter than the performance without deep model or without
occlusion patterns. Recently, the approaches in (Duan et al,
2010, Ouyang and Wang, 2012, 2013a) utilized the visibility
relationship among parts for isolated pedestrian. However,
the part visibility relationship among co-existing pedestri-
ans was not explored in (Dai et al, 2007, Duan et al, 2010,
Enzweiler et al, 2010, Wang et al, 2009, Wu and Zhu, 2011,
Ouyang and Wang, 2013a). In order to handle inter-human
occlusions, the joint part-combination of multiple humans
was adopted in (Wu and Nevatia, 2005, Shet et al, 2007,
Lin et al, 2007, Wu and Nevatia, 2009, Leibe et al, 2005).
These approaches obtain the visibility status by occlusion
reasoning using 2-D visibility scores in (Wu and Nevatia,
2005, Shet et al, 2007, Lin et al, 2007) or using segmenta-
tion results in (Wu and Nevatia, 2009, Leibe et al, 2005).
They manually defined the incompatible relationship among
parts of multiple pedestrians through the exclusive occu-
pancy of segmentation region or part detection response,
while our approach learns the incompatible relationship
from training data. In addition, the compatible relationship
was not used by these approaches.

The articulation relationship among the parts of multiple
objects, parameterized by position, scale, size, rotation, was
investigated as context (Yao and Fei-Fei, 2010, Yan et al,
2012, Yang et al, 2012, Desai et al, 2009). Nearby detection
scores was considered as context in (Ding and Xiao, 2012,

Chen et al, 2013, Zeng et al, 2013). 2-pedestrian detectors
were developed in (Ouyang and Wang, 2013b, Tang et al,
2012, 2013, Pepikj et al, 2013) for capturing contextual in-
formation. But they did not consider the visibility relation-
ship of co-existing pedestrians, which is the focus of our
approach. The part visibility relationship among co-existing
pedestrians has not been investigated yet and is complemen-
tary to these context-based approaches. In this paper, we
develop an extended model to show that the contextual in-
formation can be used in our deep model. The deep model
integrates the contextual 2-pedestrian detection information
extracted using the approach in (Ouyang and Wang, 2013b)
to improve the detection accuracy.

Deep learning methods aim at learning feature hier-
archies, in which more abstract feature representations
at higher levels are composed by lower-level features
(Bengio et al, 2013). Excellent review of deep learn-
ing is provided in (Bengio et al, 2013, Bengio, 2009).
Deep model has been applied for dimensionality re-
duction (Hinton and Salakhutdinov, 2006) (Bengio et al,
2013), hand written digit recognition (Hinton et al, 2006,
Lee et al, 2009, Norouzi et al, 2009), object recognition
(Jarrett et al, 2009, Lee et al, 2009, Le et al, 2012), face
parsing (Luo et al, 2012), face recognition (Sun et al, 2014,
Hu et al, 2014), action recognition (Ji et al, 2013, SUN et al,
2014), facial expression recognition and scene recognition
(Liu et al, 2014, Ranzato et al, 2011, Farabet et al, 2013).
Hinton et al. (Hinton et al, 2006) proved that adding a
new layer, if done correctly, creates a model that has
a better variational lower bound on the log probability
of the training data than the previous shallower model.
Krizhevsky et al. (Krizhevsky et al, 2012) proposed a
deep model that achieved state-of-the-art performance for
object recognition on the ImageNet dataset (Deng et al,
2009). Overfeat (Sermanet et al, 2013a) achieved very good
object detection performance on the ImageNet Large Scale
Visual Recognition Challenge 2013. Our deep model has
some difference with conventional deep models in spirit.
Conventional deep models assume that hidden variables
had no semantic meaning and learn many layers of rep-
resentation from raw data or rich feature representations;
our model assigns semantic meaning to hidden nodes and
uses the deep model for learning the visibility relationship
from compact part detection scores. Recently, deep model
was used for pedestrian detection in (Ouyang and Wang,
2012, Norouzi et al, 2009, Sermanet et al, 2013b,a,
Ouyang and Wang, 2013a, Zeng et al, 2013). The ap-
proaches in (Ouyang and Wang, 2012, Norouzi et al,
2009, Sermanet et al, 2013b, Krizhevsky et al, 2012,
Ouyang and Wang, 2013a, Zeng et al, 2013) focused on
isolated objects or pedestrians. This paper focuses on
co-existing pedestrians, which has not been considered in
these works.
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Algorithm 1: Overview of our pedestrian detection approach.
Input: x1 and x2, which are respectively the features of window 1 and 2.
Output: p(y1|x1,x2), which is the probability that window 1 with feature x1 has has a pedestrian.

1 obtain part detection scores S from x1 and x2 by part detector, which is the deformable part based model in our experiment;
2 estimate p(y1|y2 = 0,x1) in (2) and φ(y;x) in (3) with the deep model in Section 4;
3 estimate φp(y;x) in (3) with GMM;
4 p(y1|x1,x2) = p(y1, y2 = 0|x1,x2) + p(y1, y2 = 1|x1,x2).

3 Overview of our approach

In this paper, we mainly discuss the approach for pair-wise
pedestrians. The extension of the deep model to more pedes-
trians is discussed in Section 5. Denote the features of de-
tection window wnd1 by vector x1, containing both appear-
ance and position information. Denote the label of wnd1 by
y1 = 0, 1 for negative and positive samples respectively.
Pedestrian detection with a discriminative model aims at ob-
taining p(y1|x1) for each windowwnd1 in a sliding window
manner for all sizes of windows. We consider another detec-
tion window wnd2 with features x2 and label y2 = 0, 1.
And we have the following by marginalizing y2:

p(y1|x1,x2) =
∑

y2=0,1

p(y1, y2|x1,x2)

= p(y1, y2 = 1|x1,x2) + p(y1, y2 = 0|x1,x2).

(1)

When y2 = 0, we suppose

p(y1, y2 = 0|x1,x2) = p(y1|y2 = 0,x1)p(y2 = 0|x2), (2)

where p(y1|y2 = 0,x1) and p(y2 = 0|x2) = 1 − p(y2 =
1|x2) are obtained from the deep model for isolated pedes-
trians.

When y2 = 1, we have

p(y1, y2 = 1|x1,x2) ∝ φ(y;x)φp(y;x), (3)

φ(y;x) in (3) is used for recognizing pair-wise co-existing
pedestrians from part detection scores, where x = [xT

1 x
T
2 ]

T,
y = 1 if y1 = 1 and y2 = 1, otherwise y = 0. Both
p(y1|y2 = 0,x1,x2) in 2 and φ(y;x) in 3 are obtained from
the deep model introduced in Section 4. φp(y;x) in (3) mod-
els probability for their relative position between wnd1 and
wnd2. φp(y;x) is estimated from Gaussian mixture model
(GMM). An overview of our approach is given in Algorithm
1.

4 The mutual visibility deep model

Since the visibility relationship of parts between pair-wise
pedestrians is different when pedestrians have different rel-
ative positions, the relative positions are clustered into K

mixtures using GMM. K = 9 in our experiments. And K

deep models are trained for these K mixtures. A pair of
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Fig. 2 The parts model for isolated pedestrians.

detection windows are classified into the kth mixture and
then this pair are used by the kth deep model for learn-
ing and inference. The differences between the two pedes-
trians in horizontal location, vertical location and size, de-
noted by (dx, dy, ds), are used as the random variables in the
GMM distribution p(dx, dy , ds). Positive samples are used
for training p(dx, dy, ds). φp(y;x) in (3) is obtained from
p(dx, dy, ds).

4.1 Preparation of part scores and overlap information

4.1.1 The parts model

Fig. 2 shows the parts model used for pedestrian 1 at win-
dow wnd1. The parts model for pedestrian 2 at window
wnd2 is the same. As shown in Fig. 2, there are 3 layers
of parts with different sizes: six small parts at layer 1, seven
medium-sized parts at layer 2, and seven large parts at Layer
3. The six parts at layer 1 are left-head-shoulder, right-head-
shoulder, left-torso, right-torso, left-leg and right-leg. A part
at an upper layer consists of its children at the lower layer.
The parts at the top layer are the possible occlusion statuses
with gray color indicating occlusions.

4.1.2 Preparation of part detection score

With the parts model defined in Section 4.1.1, part scores
are obtained for these parts. Denote S = [s1

T
, . . . , sL

T
]T =

γ(x) as the part scores of L layers, where γ(x) is obtained
from part detectors, sl for l = 1, . . . , L denotes the scores at

layer l, L = 3 in Fig. 2. And we have sl = [sl1
T
sl2

T
]T,
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where the P l scores of the pedestrian 1 and pedestrian

2 at layer l are denoted by sl1 = [s11,1, . . . , s
l
1,P l ]

T
and

sl2 = [s12,1, . . . , s
l
2,P l ]

T
respectively. In our implementation,

HOG features and the DPM in (Felzenszwalb et al, 2010)
are used for obtaining part detection scores in S. The de-
formation among parts are arranged in the star-model with
full-body being the center. In this paper, it is assumed that
part-based models have integrated both appearance and de-
formation scores into S.

In order to have the top layer representing occlusion sta-
tus in a more direct way, s3 at the top layer accumulate the
part detection scores that fit their possible occlusion statuses.
For example,

s31,1 = s̃31,1 + s̃21,1 +

2∑
i=1

s̃11,i,

s31,2 = s̃31,2 +

4∑
i=1

s̃21,i +

4∑
i=1

s̃11,i,

s31,3 = s̃31,3 + s̃21,2 + s̃21,5 + s̃11,1 + s̃11,3 + s̃11,5.

(4)

sln,i = s̃ln,i, for n = 1, 2, l = 1, 2. For the ith part at layer l,
l = 1, 2, 3, i = 1, . . . , P l, sl1,i is the accumulated score used
for the deep model while s̃l1,i is the part detection score ob-
tained from DPM. For example, s̃31,2 is the score obtained
from DPM for the head-torso part at layer 3 and s̃3

1,3 is the
score obtained from DPM for the left-half part at layer 3.
The accumulated score s31,3 in (4) accumulates the scores
from DPM for left-head-shoulder s̃11,1, left-torso s̃11,3, and
left-leg s̃11,5 at layer 1, the scores for left-head-torso s̃21,2
and left-torso-leg s̃21,5 at layer 2, and the the score for left-
half s̃31,3 at layer 3. In our implementation of the detector,
the head-shoulder part at the top layer has half of the res-
olution of HOG features compared with the head-shoulder
part at the middle layer. Therefore, the occlusion status for
the head-shoulder part at the top layer has considered visual
cues of two different resolutions.

4.1.3 Preparation of overlap information

The overlap information at layer 2 in Fig. 3 is denoted by
o = [oT

1 o
T
2]

T, where on = [on,1 on,2 . . . on,6]
T for n = 1, 2.

The overlap information for six parts are left-head-shoulder
on,1, right-head-shoulder on,2, left-torso on,3, right-torso
on,4, left-leg on,5 and right-leg on,6. In order to obtain o,
the overlap of these six parts with the pedestrian region of
the other pedestrian is computed. According to the average
silhouette in Fig. 4(a), which is obtained by averaging the
gradient of positive samples, two rectangles are used for ap-
proximating the pedestrian region of the other pedestrian.
One rectangle is used for the head region, denoted by Ah,
another rectangle is used for the torso-leg region, denoted

by At. Denote the region for on,i by An,i. on,i is obtained
as follows:

on,i =
area(An,i ∩ Ah) + area(An,i ∩ At)

area(An,i)
, (5)

where area(·) computes the area in this region, ∩ denotes
intersection of region. For example, the right person in Fig.
4(b) has the left-head-shoulder, left-torso and left-leg over-
lapping with the pedestrian regions of the left person. Since
An,i, Ah and At are rectangular regions, the operations
area(·) and ∩ in (5) can be efficiently computed using the
coordinates of rectangles instead of being computed in a
pixel-wise way on the rectangular regions. The overlap in-
formation o can also be obtained from segmentation. Com-
pared with segmentation, the rectangular region is an ap-
proximate but faster approach for obtaining pedestrian re-
gion and computing the overlap information o. As shown in
Fig. 3, o is an indication on how much occlusion may be
caused when the two pedestrians overlap in the image.

4.2 The inference and learning of the deep model

For the proposed deep model, this section illustrates the in-
ference of hidden variables ĥ and learning of parameters
wl

∗,j,wL, g
l+1
j , and cl+1

j . These symbols are illustrated in
this section.

4.2.1 The deep model for inference

Fig. 3(a) shows the deep model used at the inference
stage. The visibilities for the parts with scores sl1 and

sl2 are denoted by ĥl
1 = [h1

1,1, . . . , h
l
1,P l ]

T
and ĥl

2 =

[h1
2,1, . . . , h

l
2,P l ]

T
respectively. ĥl

1 and ĥl
2 are grouped into

ĥl = [ĥl
1

T
ĥl
2

T
]T. ĥl is considered as a vector containing

hidden variables because the visibilities of parts are not pro-
vided at the training stage or the testing stage. For the deep
model in Fig. 3(a), ĥl

n is the vector of hidden nodes at layer l
for pedestrian n. For example, s11,1 is the input score for the
left-head-shoulder part of pedestrian 1 and h1

1,1 is the hidden
node for its visibility inferred from the deep model.

At the inference stage, the pedestrian co-existence label
y is inferred using the following model, which is shown in
Fig. 3:

h1
j = σ(c1j + g1j

T
s1j),

hl+1
j = σ(hlTwl

∗,j + cl+1
j + gl+1

j

T
sl+1
j ), l = 1, . . . L− 1,

φ(y;x) = σ(wT
Lh

L + b),

where σ(a) = 1/(1 + exp(−a)),

hl = ĥl if l �= L− 1,hl = [ĥlT oT]
T
, if l = L− 1,

(6)
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Equation (6) is illustrated as follows:

– S = [s1
T
. . . sL

T
]T contains the part scores introduced in

Section 4.1.2. slj is the jth element in vector sl.

– gl+1
j is the weight for detection score sl+1

j .

– cl+1
j is the bias.

– ĥl, the vector of units at the lth layer in the deep model,
contains the part visibilities for the two pedestrians at
layer l.

– hl
j , the jth element in ĥl, is the estimated part visibility

probability for the jth part at the lth layer, l = 1, . . . , L.
L = 3 in Fig. 3.

– φ(y;x) is the estimated value for pedestrian co-existence
label y, which is used for (3).

– wl
∗,j for l = 1, . . . , L−1 models the relationship between

the visibilities in hl at layer l and the visibility h̃l+1
j at

layer l + 1.
– wL is the weight used for estimating the classification la-

bel y.
– o is the overlap information with details in Section 4.1.3.

wl
∗,j ,wL, g

l+1
j , and cl+1

j are parameters to be learned. The
learning of them is explained in Section 4.2.2. In this deep
model, the visibility of hl+1

j at the upper layer is estimated

from its detection score sl+1
j and the correlated visibilities

hl at the lower layer. In this estimation, g l+1
j is the weight

for detection score sl+1
j and wl is the weight for hl. And

then the estimated pedestrian co-existence label φ(y;x) is
obtained from the hidden variables in the last layer hL.

As shown in (6), this paper puts the input data S at mul-
tiple layers while existing DNN put the input data at the
bottom layer. Each hidden node is connected with a single
part detection score so that the hidden node corresponds to
a body part in our model while hidden nodes do not corre-
spond to body parts in conventional deep models.

4.2.2 The learning of the deep model

The following two stages are used for learning the parame-
ters in (6).

Stage 1: Pretrain parameters wl
∗,j , c

l+1
j , and gl+1

j in (6).

Stage 2: Fine-tune all the parameters by backpropagat-
ing error derivatives. The variables are arranged as a back-
propagation (BP) network as shown in Fig. 3(a).

As stated in (Erhan et al, 2010), unsupervised pretrain-
ing guides the learning of the deep model towards the basins
of attraction of minima that support better generalization
from the training data. Therefore, we adopt unsupervised
pretraining of parameters at stage 1. The graphical model for
unsupervised pretraining is shown in Fig. 3(d). The prob-
ability distribution of p(h1, . . . ,hL,S) is modeled as fol-

lows:

p(h1, . . . ,hL,S)

=

(
L−2∏
l=1

p(sl|hl)

)(
L−2∏
l=1

p(hl|hl+1)

)
p(hL−1,hL, sL),

p(sli = 1|hl
i) = σ(glih

l
i + bli),

p(hl
i = 1|hl+1) = σ(wl

i,∗h
l+1 + cli),

p(hL−1,hL, sL)

= e

[
hL−1T

WL−1hL+cL−1T
hL−1+(cL+gL◦sL)

T
hL+bLT

sL
]
,

(7)

where ◦ denotes the entrywise product, i.e. (A ◦ B) i,j =
Ai,jBi,j , h is defined in (6). For the model in Fig. 3(d), we
haveL = 3.Wl, gi,l and cli are the parameters to be learned.
Wl models the correlation between hl and hl+1, wl

i,∗ is the
ith row of Wl, gli is the weight for sli, and cli is the bias
term. The element wl

i,j of Wl in (7) is set to zero if there is

no connection between units hl
i and hl+1

j in Fig. 3(b).
Similar to the approach in (Hinton et al, 2006), the pa-

rameters in (7) are trained layer by layer and two adjacent
layers are considered as a Restricted Boltzmann Machine
(RBM) that has the following distributions:

p(hl, sl+1,hl+1|sl)
∝e

[
hlT

Wlhl+1+(cl+gl◦sl)T
hl+(cl+1+gl+1◦sl+1)

T
hl+1+bl+1T

sl+1
]
,

p(hl
i = 1|hl+1, sl) = σ(wl

i,∗h
l+1 + cli + gli

T
sli),

p(hl+1
j = 1|hl, sl+1) = σ(hlTwl

∗,j + cl+1
j +gl+1

j

T
sl+1
j ),

p(sl+1
i = 1|hl+1

i ) = σ(gl+1
i hl+1

i + bl+1
i ),

(8)

where wl
i,∗ is the ith row of matrix Wl and wl

∗,j is the jth
column of Wl. The gradient of the log-likelihood for this
RBM is computed as follows:

∂L(S)

∂wl
i,j

∝ (< hl
ih

l+1
j >data − < hl

ih
l+1
j >model),

∂L(S)

∂cli
∝ (< hl

i >data − < hl
i >model),

∂L(S)

∂gli
∝ (< hl

is
l
i >data − < hl

is
l
i >model),

(9)

where wl
i,j is the (i, j)th element in matrix Wl, < · >data

denotes the expectation with respect to the distribution
p(hl, sl+1)data with p(hl, sl+1|sl)data sampled from train-
ing data, and< · >model denotes expectation with respect to
the distribution p(hl, sl+1|sl) defined in (8). The contrastive
divergence in (Hinton, 2002) is used as the fast algorithm
for learning the parameters in (8). The pre-training helps to
find a better initial point for learning the deep model. With
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pre-training, the average miss rate is reduced by about 4%
on Caltech, 3% on ETH, and 3% on PETS.

To obtain the p(y1|y2 = 0,x1) in (2) for isolated pedes-
trian, GMM is not used and only one deep model is trained.
This deep model can be obtained by removing nodes related
to the pedestrian 2 in Fig. 3(a), and then replacing y with y1

in Fig. 3(a). The training and inference of deep model for
isolated pedestrian is similar to the training and inference of
the mutual visibility deep model.

As the part detection scores for wnd1 and wnd2 are al-
ready provided by the part-based models, the extra compu-
tations required by our approach are step 2 and step 3 in
Table 1. In order to save computation, we enforce p(y1 =
1|x1,x2) = 0 if the detection score of the part-base model
for window wnd1 is lower than a threshold. Similarly, we
enforce φ(y = 1;x) = 0 if the detection score of the
part-base model for window wnd2 is lower than a thresh-
old. Therefore,φ(y;x) and φp(y;x) are computed for sparse
window positions. With part detection scores provided, the
step 2 and step 3 in Table 1 take less than 5% the execution
time of the whole detection process on a 2.27GHz CPU with
multi-thread turned off on the Caltech training dataset.

4.3 Extending the deep model for using 2-pedestrian
detectors

The model in Fig. 3(a) can be extended so that the
visual cue from 2-pedestrian windows can be used. In
the extended model, we use the 2-pedestrian detector in
(Ouyang and Wang, 2013b) for obtaining part detection
scores for 2-pedestrian windows. As shown in Fig. 3(b),
there are 1 part covering the whole 2-pedestrian window
and five parts covering local regions of the windows in
(Ouyang and Wang, 2013b). Denote s33 and h3

3 as the part
detection scores and visibilities respectively for the parts
from the 2-pedestrian detector. Inference and training of the
extended deep model are the same as introduced in Section
4.1 and Section 4.2.2, except for the difference that ĥ3

3 is in-

cluded in ĥ3 so that ĥ3 = [ĥ3
1

T
ĥ3
2

T
ĥ3
3

T
]T, s33 is included in

s3 so that s3 = [s31
T
s32

T
s33

T
]T.

In this extended model, the part visibilities h3
3 from the

2-pedestrian detector are placed at the third layer and in-
fluenced by the visibilities of single parts in h2 at the sec-
ond layer. The visibility status of 2-pedestrian parts h3

3 and
single-pedestrian parts (h3

1 and h3
2) are then used for esti-

mating the pedestrian co-existence label y.

4.4 Analysis on the deep model

In this model, the visibility of parts for one pedestrian influ-
ences the visibility of parts for another pedestrian through

the Wl in (7). When the weight between hl+1
1,i and hl

2,j is
positive, the ith part for pedestrian 1 at layer l + 1 and the
jth part for pedestrian 2 at layer l are considered by the deep
model as compatible. On the other hand, if the weight be-
tween hl+1

1,i and hl
2,j is negative, they are incompatible. Fig.

5 shows examples of the weight between h3
1 and h2

2 learned
from the deep model. The top example is from mixture 5 and
the bottom example is from mixture 4. Denote the left pedes-
trian by PedL and denote the right pedestrian by PedR. For
the top example in Fig. 5, the head-shoulder part of PedR is
compatible with head-shoulder part of PedL but incompat-
ible with the right-half part of PedL. For the bottom exam-
ple in Fig. 5, the left-head-torso part of PedR is compatible
with the left-half part of PedL but incompatible with the
right-half part of PedL.

5 Discussion

This paper mainly focuses on pairwise pedestrians for sim-
plicity. When there are N(> 2) pedestrians in a local im-
age region, pair-wise relationship is still able to represent
their visibility relationships. Meanwhile, our approach can
be extended for considering N(> 2) windows simultane-
ously. Denote the features of N windows by x, denote the
label for the nth window by yn ∈ {0, 1}, the p(y1|x1,x2)

in (1) is extended to:

p(y1|x) =
∑

y2,··· ,yN

p(y1, y2, · · · , yN |x)

=
∑
u

p(y1,

N∑
n=2

yn = u).

(10)

When
∑N

n=2 yn = u, a mutual visibility deep model is con-
structed for u pedestrians, similar to the mutual visibility
deep model for pair-wise pedestrians.

6 Experimental Results

The proposed framework is evaluated on four publicly
available datasets: Caltech-Train, Caltech-Test (Dollár et al,
2012b), ETH (Ess et al, 2007), and PETS20092. In our im-
plementation, the DPM in (Felzenszwalb et al, 2010) with
the modified HOG feature in (Felzenszwalb et al, 2010) is
used for part detection scores. The deformation among parts
are arranged in the star-model with full-body being the cen-
ter. Since the part detection score is considered as input of
our framework, the framework keeps unchanged if other
articulation models or features are used. For the experi-
ment on the datasets Caltech-Train, ETH and PETS2009,
the INRIA training dataset in (Dalal and Triggs, 2005) is

2 http://www.cvg.rdg.ac.uk/PETS2009/a.html
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used for training our parts model and deep models. For
the experiment on the Caltech-Test dataset, Caltech-Train
dataset is used for training parts model and deep mod-
els. In the experiments, we mainly compare with the ap-
proach D-Isol (Ouyang and Wang, 2012). It uses the same
feature, the same deformable model and the same training
dataset as this paper for training the parts model. D-Isol
(Ouyang and Wang, 2012) only used the deep model for
isolated pedestrians while both isolated pedestrians and co-
existing pedestrian are considered in this paper. The FPDW
in (Dollár et al, 2010) and the CrossTalk in (Dollár et al,
2012a) are also included for comparison. Using the same
training dataset as this paper, FPDW and CrossTalk detect
pedestrians by training cascaded classifiers on multiple fea-
tures. In the experiments, D-Mut denotes the deep model in
this paper with only single pedestrian detector, which was
reported in (Ouyang et al, 2013). D-2PedMut denotes the re-
sults using the extended model in Section 4.3 which uses
part detection scores from 2-pedestrian detector.

The per-image evaluation methodology as suggested in
(Dollár et al, 2012b) is used. We use the labels and evalu-
ation code provided by Dollár in (Dollár et al, 2012b). As
in (Dollár et al, 2012b), log-average miss rate is used as the
evaluation criterion.

6.1 Experimental Results on four publicly available
datasets

In this section, pedestrians at least 50 pixels tall, fully vis-
ible or partial occluded are investigated in the experiments.
This set of pedestrians is denoted as the subset reasonable
in (Dollár et al, 2012b). Fig. 7 shows detection result com-
parison of D-Isol and D-Mut at 1 FPPI on the Caltech-Train
dataset, the Caltech-Test dataset, the ETH dataset, and the
PETS dataset.

Fig. 6(a) and Fig. 6(b) show the experimental results on
the Caltech-Train dataset and the Caltech-Test dataset. It can
be seen that our mutual visibility approach, i.e. D-Mut, has
4% and 5% miss rate improvement respectively compared
with D-Isol on Caltech-Train dataset and the Caltech-Test
dataset. Our extended model using 2-pedestrian detector in
Section 4.3, i.e. D-2PedMut, has 2% and 11% miss rate im-
provement respectively compared with D-Mut on Caltech-
Train dataset and the Caltech-Test dataset. LatSVM-V2 uses
the same feature and deformable model as our approach, but
does not use the deep model for visibility reasoning. Com-
pared with LatSVM-V2, our D-2PedMut achieves 13% and
26% miss rate improvement respectively on the Caltech-
Train dataset and the Caltech-Test dataset.

Fig. 6(c) shows the experimental results on the ETH
dataset. Compared with D-Isol, D-Mut has 6% miss rate im-
provement on the ETH dataset. Compared with D-Mut, D-
2PedMut has 4%miss rate improvement on the ETH dataset.

Fig. 6(d) shows the experimental results on the
PETS2009 dataset. Compared with D-Isol, D-Mut has 8%

miss rate improvement. Compared with D-Mut, D-2PedMut
has 2% miss rate improvement. The PETS2009 crowd
dataset is a well-known benchmark for pedestrian count-
ing and pedestrian tracking. In our experiment, we select
S2 L2 with medium density crowd and S2 L3 with high
density crowd for test. S2 L2 contains 436 frames and
S2 L3 contains 240 frames. There are totally 676 frames and
14385 pedestrians evaluated in this experiment. We manu-
ally labeled the pedestrians in this dataset 3. The results for
LatSVM-V2 and FPDW are obtained by running their code
for this dataset. The experimental results for CrossTalk is not
available on PETS2009 because the code is not available.

In order to investigate the alternative schemes in using
contextual information, SVM-2PedMut and D-2PedMut-FC
are included in Fig. 6. The SVM-2PedMut, D-2PedMut-
FC, and D-2PedMut in Fig. 6 use the same part scores
(with deformation costs included) of the two contextual
single-pedestrian windows and 2-pedestrian detection re-
sults. SVM-2PedMut combines these information by SVM
while D-2PedMut uses the deep model proposed in this
paper. As shown in Fig. 6, the proposed deep model has
5% − 11% miss rate improvement compared with SVM
on the four datasets. D-2PedMut-FC directly puts the part
scores at the bottom layer and uses 3 fully connected hid-
den layers for recognizing co-existing pedestrians while D-
2PedMut uses the proposed deep model in this paper. As
shown in Fig. 6, D-2PedMut has 3% − 11% miss rate im-
provement compared with D-2PedMut-FC.

As a summary of the experimental results in Fig. 6,
compared with the DPM model of LatSVM-V2, the deep
model D-Isol for single pedestrian performs better. With
mutual visibility included, D-Mut achieves better results
than D-Isol. With the 2-pedestrian part detection scores in-
cluded in our deep model, D-2PedMut has 2% − 9% miss
rate improvement compared with D-Mut, which does not
use 2-pedestrian detection results. D-2PedMut, which uses
our deep model for combining part detection scores from
2-pedestrian window and contextual 1-pedestrian window,
performs better than SVM-2PedMut and D-2PedMut-FC,
which use SVM and conventional fully connected deep
model respectively for combining scores.

In order to provide a context of the proposed ap-
proach compared with recent existing approaches,
Fig. 8 shows the average miss rate of the approaches
provided by P. Dollár online (Dollár, 2014) for the
Caltech-Train, Caltech-Test and ETH dataset. The re-
sults on PETS is not provided by P. Dollár online.
These approaches are VJ (Viola et al, 2005), LatSvm-V2
(Felzenszwalb et al, 2010), HOG (Dalal and Triggs, 2005),

3 http://www.ee.cuhk.edu.hk/˜xgwang/2DBNped.
html
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MultiFtr (Wojek and Schiele, 2008), Pls (Schwartz et al,
2009), FPDW (Dollár et al, 2010), ChnFtrs (Dollár et al,
2009), FeatSynth (Bar-Hillel et al, 2010), D-Isol
(Ouyang and Wang, 2012), *+2Ped (Ouyang and Wang,
2013b), MultiResC (Park et al, 2010), MOCO (Chen et al,
2013), MT-DPM (Yan et al, 2013), ACF (Dollár et al, 2014),
FisherBoost (Shen et al, 2013), ConvNet (Sermanet et al,
2013b), ACF+SDt (Park et al, 2013), MLS (Nam et al,
2011), pAUCBoost (Paisitkriangkrai et al, 2013), Roerei
(Benenson et al, 2013), VeryFast (Benenson et al, 2012).
Besides, we also include the most recent approaches such
as RandForest (Marın et al, 2013), Franken (Mathias et al,
2013). Since it is hard to read using the ROC curve,
we have chosen the average miss rate as the measure
of performance in Fig. 8. LatSVM-V2+2Ped uses the
same feature, deformable model, and the 2-pedestrian
detector as D-2PedMut but does not use the deep model
for visibility reasoning. Compared with LatSVM-V2+2Ped,
our D-2PedMut has 19% and 4% miss rate improvement
respectively on the Caltech-Test dataset and the ETH
dataset. Since ACF+SDt (Park et al, 2013) and Multi-
Ftr+Motion (Walk et al, 2010) use motion features, JDN
(Ouyang and Wang, 2013a) learns more discriminative
features, and MT-DPM+Context (Yan et al, 2013) uses
the context obtained from a vehicle detector, they are
excluded in the comparison. Our approach, which only uses
HOG feature from static image without vehicle detection
results, is complementary to the more advanced feature and
contextual information of these approaches. For example, if
the feature used by approach is changed to HOG+CSS, the
average miss rate for D-2PedMut can be reduced from 39%

to 35% on the Caltech-Test dataset. In summary, compared
with still-image-based approaches reported by P. Dollár
online (Dollár, 2014), our approach with only HOG feature
has the lowest average miss rate on the Caltech-Train and
ETH dataset. Our approach with HOG+CSS feature has the
lowest average miss rate on the Caltech-Test dataset.

6.2 Experimental Results on detecting occluded pedestrians

In this section, occluded pedestrians are investigated in
the experiments using the occlusion label provided on the
Caltech-Test dataset. Fig. 9 shows the miss rate vs. FPPI
curve for the approaches HOG, FPDW, LatSvm-V2, Cross-
Talk, D-Isol, and D-Mut. Fig. 10 shows all the approaches
evaluated in Fig. 7 on the Caltech-Test dataset. In the com-
pared approaches, Franken and RandForest are the most re-
cent approaches that aim at handling occluded pedestrians.
The results in Fig. 7 show that our approach has lower miss
rate than these approaches.

Fig. 4 (a) Two rectangular regions used for approximating the pedes-
trian region and (b) a pedestrian on the right with left-head-shoulder,
left-torso and left-leg overlapping with the pedestrian regions of the
left person.

7 Conclusion

This paper proposes a mutual visibility deep model that
jointly estimates the visibility statuses of multiple co-
existing pedestrians. Starting from the scores of conven-
tional part detectors, the mutual part visibility relationship
among multiple pedestrians is learned by the deep model
for recognizing co-existing pedestrians. Our extended deep
model shows that contextual information can be used by the
proposed deep model for further improving the detection ac-
curacy. Experimental results show that the mutual visibil-
ity deep model effectively improves the pedestrian detection
results. Compared with existing image-based pedestrian de-
tection approaches evaluated in (Dollár et al, 2012b, Dollár,
2014), our approach has the lowest miss rate on the Caltech-
Train dataset and the ETH dataset. Since the deep model
takes the part detection scores as input, it is complemen-
tary to new investigations on features, e.g. color self similar-
ity, local binary pattern, motion and depth, and articulation
models, e.g. poselets, multi-object articulation model. Ex-
perimental results on four publicly available datasets show
that the mutual visibility deep model is effective in improv-
ing pedestrian detection results.
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Fig. 6 Experimental results on the Caltech-Train (a), Caltech-Test (b), ETH (c), and PETS (d) dataset for HOG (Dalal and Triggs, 2005), LatSVM-
V2(Felzenszwalb et al, 2010), FPDW (Dollár et al, 2010), D-Isol (Ouyang and Wang, 2012) and our mutual visibility approach, i.e. D-Mut and
D-2PedMut. D-Mut denotes our approach with only single pedestrian detector. D-2PedMut denotes the result using the extended model in Section
4.3 with 2-pedestrian detector.

D-Isol detection results D-Mut detection results

ETHZ

Caltech

Fig. 7 Detection results comparison of D-Isol and D-Mut on the Caltech-Train dataset and the ETH dataset. All results are obtained at 1 FPPI.
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(a) Caltech Train reasonable subset

(b) Caltech Test reasonable subset (c) ETH reasonable subset
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Fig. 8 Average miss rate on the Caltech-Train (a), the Caltech-Test dataset (b), and the ETH dataset (c).
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Fig. 9 Experimental results on the Caltech-Test dataset for pedestrians under partial occlusions (left) and heavy occlusions (right). The ratio of
visible area is larger than 0.65 for partial occlusions and [0.2 0.65] for heavy occlusions.
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