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Descent Property

Definition of Majorization and Property

@ A function g(0|0") is said to majorize the function f(¢) at 6" provided
F07) = &(6"0")
f(e) < g(0)0") forallé.

o A descent property: f(6"1) < £(9")
@ Minimizing g(0) given 0" yields
g(0"0") < g(6"16")

5/ 10

Haiqin Yang (CUHK) MM



Descent Property

Definition of Majorization and Property

@ A function g(0|0") is said to majorize the function f(¢) at 6" provided
F07) = &(6"0")
f(e) < g(0)0") forallé.

o A descent property: f(6"1) < £(9")
@ Minimizing g(0) given 0" yields

g(6"10") < g(6716")
Q 7(0) < g(0|0") derives

F(0™) — g(0™10") < 0 = £(0") — g(6"0")
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Definition of Majorization and Property

@ A function g(0|0") is said to majorize the function f(¢) at 6" provided
F07) = &(6"0")
f(e) < g(0)0") forallé.

o A descent property: f(6"1) < £(9")
@ Minimizing g(0) given 0" yields
g(6"10") < g(6716")
Q 1(0) < g(0|0") derives
F(O") — g(0""1|6") <0 = £(6") — g(6"]6")
© Summing up together, one has
FOY) = g(0"tY0") + F(0"Y) — g (6™ |6")
< g(076") + £(6") — g(0"6")
= (")
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Jensen’ Inequality

@ —In(x) is convex

y=-In(x)

Haiqin Yang (CUHK) MM 7 /10



Jensen’ Inequality

e —In(x) is convex

@ For probability densities a(x) and
b(x), we have
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Jensen’ Inequality

e —In(x) is convex

@ For probability densities a(x) and
b(x), we have

(ol ol

@ If x has the density b(x), then

Epfa(x)/b(x)] = 1.
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Jensen’ Inequality

Jensen’ Inequality

e —In(x) is convex
@ For probability densities a(x) and
b(x), we have
a(x) a(x)
—InSEp || p < —E —
(e i)} = -e i
@ If x has the density b(x), then
Epla(x)/b(x)] = 1.
@ Hence, the left hand side above

vanishes and we obtain

Ep[in a(x)] < Ep[Inb(x)]
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EM Algorithms

Procedure

@ An EM algorithm operates by identifying a theoretical complete data
space.

@ |t consists of the expectation step and the maximization step.

@ In the E step, the conditional expectation of the complete data
log-likelihood is calculated wrt. the observed data. The surrogate
function created by the E step is a minorizing function.

@ In the M step, this minorizing function is maximized wrt. the
parameters of the underlying model.

o Every EM algorithm is an example of an MM algorithm.
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EM Algorithms

Thanks for your attention!
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