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“The most critical choice for a 
scientist is what problems to 

work on.”

4

Les Valiant (Turing Award 2011)



Knowledge Acquisition Bottleneck

1. Massive knowledge is necessary for AI
a) Cyc? (Doug Lenat)
b) Games?  (Luis von Ahn)
c) Volunteers?  (OpenMind)

2. Knowledge acquisition has to be automatic

3. Machine Reading of the Web!            
(Etzioni et. al, AAAI ’06)

a) 2009 DARPA MR Program  
b) NELL (Mitchell, AAAI ‘10)
c) Watson (IBM, ‘11)

Etzioni, University of Washington 5
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What is Machine Reading?

Text  Assertions  Inferences

Micro versus Macro

Etzioni, University of Washington



More Pragmatic Motivation: 

Information Overload

Etzioni, University of Washington 7
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Paradigm Shift: from retrieval to reading

How is the iPad 2?
Found 28,900 reviews; 

87% positive.

World Wide Web

Key features 

include…

KnowItAll

Etzioni, University of Washington 9



RevMiner (Huang, Etzioni, Zettlemoyer)

• Extracts key attributes + opinions

• Applied to 400,000 Yelp reviews (Seattle) 

• Based on Opine (Popescu & Etzioni ‘05)

Extractive UI versus search UI
(Yatani et. al, HCI ‘11)

Etzioni, University of Washington 10

http://www.revminer.com/


Backu0p screen shots
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Outline

I. Twin Motivations for Information Extraction (IE)

1) Knowledge acquisition bottleneck

2) New paradigm for search (Extractive UI)

II. Machine Reading = IE + inference

1) Overview of IE

2) Open IE

3) Demo of Open IE

4) Inference over extractions

III. Lessons and Future Work
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1. Information Extraction (IE)

IE(sentence)  =  Relation instance, probability

“Edison was the inventor of the light bulb.” 
invented(Edison, light bulb), 0.9

“You shall know a word by the company it 
keeps” (Firth, 1957)

Etzioni, University of Washington 15



Context  clues

• …Barcelona mayor…

• …Downtown Barcelona…

• Spanish cities such as Madrid, Barcelona, and..

Where do clues come from? 

Etzioni, University of Washington 16



How to Scale IE?

1970s-1980s: heuristic, hand-crafted clues

• Facts from earnings announcements

• Narrow genres; brittle clues

1990s: IE as supervised learning

“Mary was named to the post of CFO, 
succeeding Joe who retired abruptly.”

Etzioni, University of Washington 17



Learned Extraction Clues

“Mary was named to the post of CFO, 
succeeding Joe who retired abruptly.”

• <New>  was named to

• Post of <post> 

Etzioni, University of Washington 18

Does “IE as supervised learning” 
scale to reading the Web?



No.
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Critique of IE=supervised learning

• Relation specific

• Genre specific

• Hand-craft clues 

• Hand-craft training examples

Does not scale to the Web!

Etzioni, University of Washington 20
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Semi-Supervised Learning

• Few hand-labeled examples

•  Limit on the number of relations

•  relations are pre-specified

•  Still does not scale to the Web

per relation!



Outline

I. Twin Motivations
1) Knowledge acquisition bottleneck

2) New paradigm for search

II. Machine Reading
1) Overview of Information Extraction (IE)

2) Open IE
3) Demo

III. Inference over Extractions

IV. Lessons and Future Work
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2. Open IE (Banko, IJCAI ’07; ACL ‘08)

• Avoid hand-labeling sentences

• Single pass over corpus

• No pre-specified vocabulary  (cf. Sekine ’06)

– Challenge: map relation phrase to canonical relation

– E.g., “was the inventor of”  invented

Etzioni, University of Washington 23
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Open versus Traditional IE

Traditional IE Open IE

Input: Corpus + Hand-

labeled Data

Corpus + Existing 

resources

Relations: Specified                

in Advance

Discovered 

Automatically

Complexity:

Output:

O(D * R) 

R relations

relation-specific

O(D) 

D documents 

Relation-

independent



TextRunner 

First Web-scale, Open IE system (Banko, IJCAI ‘07)

1,000,000,000 distinct extractions

Peak of 0.9 precision (but low recall)

Etzioni, University of Washington 25



Relation Extraction in TextRunner

“Tim Berners-Lee is credited with having 
invented the WWW”

• Which words denote the relation?

• Mechanism: learn via linear CRF

Etzioni, University of Washington 26
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TextRunner Architecture

Unlexicalized
model of 
relations

Count tuples; 
identify 

synonyms

Index in Lucene;
relational 
queries

Distant 
supervision 
180,000
training 
examples



Two Types of Extraction Errors

“Al Gore invented the Internet.”

Invented(Al Gore, Internet)

Sound extraction of incorrect fact.

“The cost of the war against Iraq has risen above 
500 billion dollars”

above(Iraq, 500 billion dollars)

Unsound extraction.

Etzioni, University of Washington 28



How to Filter Unsound Extractions?

Leverage redundancy:

• More distinct clues         more confidence

• Higher proportion of clues   confidence

– proportion = clues/mentions

Caveat: count over independent sentences!

Etzioni, University of Washington 29



30

Combinatorial Model (Downey, IJCAI ’05, AIJ ‘10)

If an extraction x appears k times in a set of n distinct 

sentences matching a clue, what is the probability that        

x  class C?

15x more accurate than previous work.



Key Ideas in TextRunner

• Open IE on the Web is possible!

• Identified tractable subset of English

• Used “macro reading” to filter errors

Etzioni, University of Washington 31



Error Analysis of TextRunner Relations

Etzioni, University of Washington 32

Incoherent relations: 13% of the time

Uninformative relations: 7% of the time



ReVerb (Fader, EMNLP ’11; Etzioni et al., IJCAI ‘11)

Identify Relations from Verbs.

1. Find longest phrase matching a                 
simple syntactic constraint:

Etzioni, University of Washington 33



ReVerb Refinement

Overly-specific Relation phrase: “is offering only 
modest greenhouse gas reductions at” 

2. Constraint: |args(Relation)| > k

ReVerb ≈ two simple 
constraints!

Etzioni, University of Washington 34
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Sample of ReVerb Relations

inhibits tumor

growth in
has a PhD in joined forces with

is a person 

who studies 
voted in favor of won an Oscar for

has a maximum 

speed of

died from 

complications of
mastered the art of

gained fame as
granted political 

asylum to

is the patron 

saint of

was the first 

person to

identified the cause 

of
wrote the book on

Etzioni, University of Washington
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Number of Relations

Yago 92

NELL ~500

DBpedia 3.2 940

PropBank 3,600

VerbNet 5,000

WikiPedia InfoBoxes, f > 10 ~5,000

TextRunner 100,000+

ReVerb 1,500,000+

Etzioni, University of Washington



ReVerb versus TextRunner

Etzioni, University of Washington 37

Surprise: “overlearning”



3.  Demo

• Note: open source ReVerb extractor + sample 
of data publically available at 
reverb.cs.washington.edu

Etzioni, University of Washington 38

htttp://www.cs.washington.edu/research/textrunner/
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Have we made 
progress towards 

Machine Reading?



III. Extractions as basis for Inference

Etzioni, University of Washington 42

1st order Horn-
clause inference 
(Schoenmackers
,EMNLP ‘08)

Learn argument types  
(Ritter, ACL ‘10)

1,000,000,000
Extractions

Transitive
Inference
(Berant
ACL ‘11)

Identify synonyms 
(Yates & Etzioni, JAIR ‘09)
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Synonyms (Mars = Red Planet)

Resolver (Yates & Etzioni, HLT ’07, JAIR ‘09): determines 
synonymy  based on relations found by TextRunner

• born in(X, 1961)        born in(Y, 1961)
• citizen(X, US)     citizen(Y, US)
• Married to(X, Obama)      Married to(Y,  Obama)

P(X = Y) ~ shared relations

P(R1 = R2) ~ shared argument pairs
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Argument Typing

Example: P was born in Y
–P is a person
–Y is location or date
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Text  Argument Types
(Ritter et. al, ACL ‘10)

• Previous work (Resnick, Pantel, etc.)

• Utilize generative topic models

• Topics  Terms  document

relation + args = “document”
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born_in(Einstein, Ulm)

headquartered_in(Microsoft, Redmond)

founded_in(Microsoft, 1973)

born_in(Bill Gates, Seattle)

founded_in(Google, 1998)

headquartered_in(Google, Mountain View)

born_in(Sergey Brin,Moscow)

founded_in(Microsoft, Albuquerque)

born_in(Einstein, March)

born_in(Sergey Brin,1973)

TextRunner ExtractionsRelations as Documents
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z1

a1


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N

a

z2

a2

g
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h1 h2

LinkLDA
[Erosheva et. al. 2004]

Pick a topic for 
arg2

For each 
extraction, pick 
type for a1, a2

Person born_in Location

Pick a topic for 
arg2

Then pick 
arguments based 

on types

Sergey Brin born_in Moscow

For each relation, 
randomly pick a 
distribution over 

types

X born_in Y

P(Topic1|born_in)=0.5
P(Topic2|born_in)=0.3
…

Pick a topic for 
arg2

Two separate sets 
of type 

distributions



Demo of LDA-SP
(data publically available)

Argument types for relations

Etzioni, University of Washington 49

http://rv-n02.cs.washington.edu:1234/lda_sp_demo_v3/lda_sp/relations/
http://rv-n02.cs.washington.edu:1234/lda_sp_demo_v3/lda_sp/relations/
http://rv-n02.cs.washington.edu:1234/lda_sp_demo_v3/lda_sp/relations/


IV. Open IE Lessons

• Open IE is simple and highly scalable

(download at reverb.cs.washington.edu)

• Open IE is basis for “extractive interfaces”

• Open IE is basis for inference!

Etzioni, University of Washington 50
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Conclusions/Speculations

Machine Reading = platform for NLP and AI 
(VLSAI)

Keyword Search  Question answering

Machine Reading ≠ human reading
(Remember Computer Chess!)

Etzioni, University of Washington
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Locating Arguments for Relations

ReVerb, TextRunner: arguments are the two 
nearest NPs.

“The cost of the war against Iraq has risen 
above 500 billion dollars”

(Iraq, has risen above, 500 billion dollars)

Etzioni, University of Washington 53



ArgLearner (Etzioni et al., Ijcai ‘11)

• Learn independent extractors for left and right 
boundaries of each arg.

R2A2 = ReVerb + ArgLearner

Etzioni, University of Washington 54
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Combinatorial Model  (Yates, JAIR ‘09)

Theorem:  If two strings, si and sj, have Pi and Pj potential properties, 
and they appear in extracted assertions Di and Dj such that |Di| = ni

and |Dj| = nj, and they share k extracted properties, the probability 
that si and sj co-refer is:
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