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Community Question Answering

Figure: Yahoo! answer
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Lifecycle of a Question

Figure: Lifecycle for a question posted in the CQA site
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Motivation

• Predict the satisfaction of the information seeker(asker);

• Find the benefits and drawbacks of the CQA site;

• Potential application include: answer ranking, user intent

inference and query suggestion.
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Problem define

• An asker in a QA community is considered satisfied iff: the asker
personally has closed the question, selected the best answer, and
provided a rating of at least 3 "stars" for the best answer quality.
Otherwise, we define the asker to be unsatisfied.

• Problem: Given a question submitted by an asker in CQA,
predict whether the user will be satisfied with the answers
contributed by the community.
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Asker Satisfaction Prediction system

• Standard classification framework;

• Feature selection;
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Classifiers

• Decision Tree: C4.5, RandomForest

• SVM

• Boosting: AdaBoost

• Naive Bayes
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Features

• Question (wh-type, length of subject and detail)

• Question-Answer Relationship (number of candidate answers,
overlap)

• Asker User History (the satisfaction to previous questions)

• Answerer User History (number of answers provided, number
of the best answers)

• Category Features (average asking rating)

• Textual Features (text of question and answer)
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Features
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Data set

• Question: 216, 170

• Answers: 1, 963, 615

• Askers: 158, 515

• Category: 100

• Satisfied: 50.7%
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Data set(Sample)

• Question: 5, 000

• Answers: 25, 063

• Category: 90

• Satisfied: 50.7%
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Method Compared

• Human (Mechanical Turk, majority vote)

• Heuristic (A question with many answers)

• Baseline (Majority class)

• ASP-SVM

• ASP-RandomForest

• ASP-C4.5

• ASP-Boosting

• ASP-NB
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MTurk

Figure: Comparing casual human raters (Mechanical Turk Workers) with
expert raters (130 randomly sampled questions)
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Result

Figure: Accuracy of ASP-SVM, ASP-C4.5, ASP-RandomForest,
ASP-Boosting, and ASP-NB for varying parameters (5-fold cross
validation).
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Result

Figure: Precision of ASP, Human, Baseline, and Heuristic for varying
amount of training data.
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Feature

Figure: Top 15 features with Highest Information Gain (IG)
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Online V.S. Offline

Figure: On-line vs. off-line prediction of satisfaction
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Feature Ablation

Figure: Prediction accuracy with feature ablation.
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Conclusion

• Introduce the problem of predict asker satisfaction;

• Prediction framework for offline and online setting;

• Experimental feature selection.
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Thanks!
Q & A
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