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Abstract When solving the problem of content based-
image retrieval, using a single image attribute may not
have enough discriminative information for retrieval. On
the other hand, when multiple features are used, it is
hard to determine the suitable weighting factors to var-
ious shape features. Therefore, we proposed to use a
Genetic Algorithm (GA) to determine the weighting fac-
tors in the dissimilarity function for trademark image
retrieval in [3]. In this paper, we use the same technique
to �nd the weights in the dissimilarity function for im-
age retrieval in a Chinese cursive script character image
database. Several shape features are chosen to represent
a Chinese calligraphy character. They are edge direction
histogram of the original image, eccentricity of the orig-
inal, thinned, and normalized image, and the �rst three
invariant moments of the original, thinned, and normal-
ized image. A database of 1400 monochromatic images
was tested. From the results, the learned dissimilarity
function increased the accuracy of retrievals. Besides, our
system was robust to retrieve deformed images. We also
compared our approach with other integration methods.
Experimental results are presented to show the feasibility
and practicability of the proposed system.

1 Introduction

Chinese calligraphy is invaluable in the history of Chinese
civilization. Graphically, it is an abstract art and has a
rich variety of form and design. Practically, it is a kind of
written language. There are �ve styles of Chinese callig-
raphy. Among them, the cursive script style most closely
approaches abstract art. In this research, we try to solve
the problem of cursive script style character image re-
trieval. The features shared by all cursive styles are a
simpli�ed structure, running together of strokes, rapidly
written and a low level of legibility. Figure 1 shows a
page of Chinese cursive style calligraphy [15].

Cursive script characters usually have a low level of
legibility; therefore, it is challenging to develop a Chinese
cursive script character image retrieval system. We use
several shape features including edge direction histogram
of the original characters, invariant moments of the orig-

Figure 1: A page of Chinese cursive style calligraphy.

inal, thinned and normalized characters, and eccentrici-
ties of the original, thinned and normalized characters.
Our approach is to integrate the shape features using the
weights found by the GA, so as to increase the robustness
and accuracy of retrieval.

Experiments have been conducted on a database of
1400 cursive script character images. From the results,
the proposed technique can handle several di�erent kinds
of deformations. The retrieval time for each query was
less than 12 seconds on average.

The paper is organized as follows. In Section 2,
previous work on content-based image retrieval is re-
viewed. In Section 3, the di�erences between image re-
trieval in trademark database and cursive script char-
acter database are discussed. The supervised learning
method using GA [3] is reviewed in Section 4. Section 5
describes the cursive script character image retrieval
model. Experimental results are presented in Section 6
and Section 7 concludes our report.



2 Literature Review

There are various techniques that deal with image re-
trieval based on shape similarity. The QBIC (Query
By Image Content) system [17, 5, 1] serves as an im-
age database �lter which allows queries of large image
databases based on visual image content such as color
percentages, color layout, and textures occurring in the
images. STAR (System for Trademark Archival and Re-
trieval) system [13, 20] uses features based on R, G, and
B color components, invariant moments, and Fourier de-
scriptors extracted from manually isolated objects. Kim
et: al: [12] developed a trademark retrieval system, which
uses Zernike or pseudo-Zernike moments of an image as
a feature set. The retrieval scheme is based on visually
salient feature that dominantly a�ects the global shape
of the trademark. Jain et: al: [11] proposed a two-stage
hierarchical image retrieval system and the system was
tested on a trademark database. In the �rst stage, eas-
ily computable features like histogram of edge angles and
moment invariants are used while in the second stage, the
plausible retrievals from the �rst stage are screened using
a deformable template matching process. Logo similar-
ity matching based on positive and negative shape fea-
tures was suggested by So�er et: al: [19]. Mokhtarian
et: al: [16] proposed the boundary-based similar shape
retrieval method using the maxima of curvature scale
space.

3 Comparison to Trademark Retrieval Prob-

lem

There are several di�erences between the trademark im-
age retrieval problem and the cursive script character im-
age retrieval problem based on shape.

3.1 Feature Selection

The goals of the two systems are di�erent; therefore, the
shape features to be used are di�erent. The goal of the
trademark retrieval problem is to detect the infringement
cases based on visual similarity. The shape features to
be used in such a system should be insensitive to trans-
lation, rotation, and size variations. Moreover, mirror
resemblances existing in trademarks must be considered.
On the other hand, for a Chinese cursive script character
retrieval system, the similarity measure must be insensi-
tive to translation and size variations. Rotational invari-
ance is not important because the character is usually
directed upward.

3.2 Speed of System

For a trademark retrieval system, the speed can be slow
because the tasks can be done o�ine. However, for a
cursive script character retrieval system, speed is an im-
portant factor. The speed of the system should be fast.

3.3 Noises and Variations

A trademark usually has less noise and styles. However,
in handwritten characters, there exist many types of vari-
ations, such as position, size, inclination, and shape dis-
tortions due to various writing styles of human beings.
For cursive style, the situation is much worse because
there are many variations.

(a) (b) (c) (d) (e)

Figure 2: Characters with simpli�ed structures.

(a) (b) (c) (d) (e)

Figure 3: Characters with strokes jammed together.

1. Simpli�edStructures: The characters often have
simpli�ed structures. Some examples are given in
Fig. 2.

2. Jammed Strokes: Some of the strokes in a char-
acter are usually jammed together as shown in
Fig. 3.

3. Variation of Aspect Ratio: The aspect ratio
and the width of strokes of the same character may
have a large variation. Several examples are shown
in Fig. 4.

4. Variation of Style: Figure 5 shows 27 di�erent
cursive styles of the same character. Some of them
cannot even be recognized by human beings easily.

Due to the reasons stated above, it is challenging
to develop a Chinese cursive style calligraphy image re-
trieval system based on shape. It is not our target to
retrieve all the other styles of the character given a par-
ticular style of a character because it is quite impossible
to achieve; on the other hand, it is our aim to �nd the
similar images in the database given a query image.

4 Finding Weight in Dissimilarity Function

The problem of �nding weights in the dissimilarity func-
tion to integrate di�erent shape features for image re-
trieval, and the supervised learning method using GA [3]
is reviewed in this Section.

4.1 Problem De�nition

De�nition 1 (Feature Extraction Function) Given

an image I and a set of feature parameters � = f�ig
n
i=1,

a feature extraction function f is de�ned as

f : I � �! Rd
; (1)

which extracts a real-valued d-dimensional feature vector.

De�nition 2 (Integrated Dissimilarity) Let xIf be a

feature vector of an image I on the basis of a feature
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Figure 4: The aspect ratio and the width of strokes for
the same character varies.

Figure 5: There can be a large variety of styles for the
same character.

extraction function f . Then, the integrated dissimilarity

function, Dt, between two images I1 and I2 is de�ned as

Dt(I1; I2) =

nX
i=1

Dfi

wiPn

j=1
wj

; (2)

where fi is a feature extraction function, Dfi is the Eu-

clidean distance between the feature vector x
I1
fi

and feature

vector x
I2
fi
, wi is the weight assigned to feature vector set

i and n is the number of the feature vector sets.

De�nition 3 (Training Pair) A training pair TP is

de�ned as

TP = (IT ; IS) ; (3)

where IT 2 DB is the target image for a query and IS 2
DB is the user de�ned best matched image.

De�nition 4 (Ranking Score Function) Given a train-

ing pair TP = (IT ; IS), r is the ranking of IS for the
query IT . The ranking score function s is de�ned as

s : r ! R : (4)

The higher the ranking is, the higher is the score. In our
implementation, the ranking score function s was de�ned

as

s(r) =

�
k+1�r

k
; if r�k

0; otherwise
(5)

where r is the ranking of the target and k is the lowest

ranking that has a score.

De�nition 5 (Total Count) Given an integrated dis-

similarity function Dt, m training pairs, the total count
TC(w) is de�ned as

TC(w) =

mX
i=1

s(ri) ; (6)

where s is the ranking score function, ri is the ranking
for the target i using Dt, and w is the set of weights in

Dt.

De�nition 6 (Optimal Weights) The set of weights
w in a dissimilarity function Dt is de�ned as w =
fwig

n
i=1, where wi is the weight assigned to feature vec-

tor set i. The problem is to �nd w such that TC(w) is

maximized, i.e.,

argmaxw TC(w) : (7)

4.2 FindingWeights usingGenetic Algorithm

A genetic algorithm (GA) is an optimization method
based on the evolutionary metaphor. A short introduc-
tion of GA can be found in [18]. The details of our GA
are presented in this section.

Chromosome Representation

A chromosome representation is used to describe an in-
dividual in the population of interest. A chromosome in
our GA is de�ned as

c = (w1; w2; : : : ; wi; : : : ; wn); (8)

where wi is the weight assigned to feature vector set i
and n is the number of feature vector sets.

Selection Function

A selection function plays a vital role in a GA because
it selects individuals to reproduce successive generations.
A probabilistic selection is performed based on the indi-
vidual's �tness such that the better individuals have an
increased chance of being selected.

The selection method, Roulette wheel, proposed by
Holland [7] is used in our implementation. The probabil-
ity, Pi, for each individual is de�ned by

P [Individual i is chosen] =
FiPPopSize

j=1
Fj

; (9)

where Fi is equal to the �tness of individual i. A series of
N random numbers is generated and compared against

the cumulative probability, Ci =
Pi

j=1
Pj, of the popu-

lation. If Ci�1 < U(0; 1) � Ci, the individual is selected.

Genetic Operators

Genetic operators provide the basic searching mechanism
of the GA. The operators are used to create new solutions
based on existing solutions in the population. The op-
erators including simple crossover and uniform mutation
are used in our implementation. For more details, please
refer to [7, 6, 4].

Initialization, Terminationand Evaluation Func-

tion

The initial population is randomly generated. The stop-
ping criterion is a prede�ned maximum number of gen-
erations and the evaluation function is the total count
TC(w) de�ned in De�nition 5.
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Figure 6: The proposed system.

(a) (b) (c)

Figure 7: An example of the (a) original image, (b)
thinned image, and (c) normalized image.

5 Image Retrieval Model

In the proposed system, several shape features are cho-
sen to represent a cursive script character (see Fig. 6).
They are edge direction histogram [11] of the original
image, eccentricity [9] of the original, thinned and lin-
early normalized image, and the invariant moments [8]
of the original, thinned and linearly normalized image.
Note that for the invariant moments, we use the �rst 3
terms to represent an image.

5.1 Feature Selection

For each image, we �nd its thinned image and its linearly
normalized image. A thinned character has a one-pixel
width and a normalized character has an aspect ratio of
one. Figure 7 shows an example of the original, thinned
and linearly normalized image.

Then, we store the edge directions [11] of the original
image, eccentricity [9] of the original, thinned and lin-
early normalized image, and the invariant moments [8]
of the original, thinned and linearly normalized image as
a feature set for image retrieval.

Invariant Moments

The shape of an object can be represented by invariant
moments [8]. These features are invariant under rotation,
scale, translation, and re
ection of images. For a two-
dimensional image, f(x;y), the central moment of order
(p+ q) is given by

�pq =
X
x

X
y

(x� �x)p(y � �y)qf(x;y): (10)

From the second-order moments and third-order mo-
ments a set of seven invariants moments, which is invari-
ant to translation, scale change and rotation, has been
derived [8]:

�1 = �20 + �02 (11)

�2 = (�20 � �02)
2
+ 4�

2

11 (12)

�3 = (�30 � 3�12)
2
+ (3�21 � �03)

2
(13)

�4 = (�30 + �12)
2
+ (�21 � �03)

2
(14)

�5 = (�30 � 3�12)(�30 + �12)[(�30 + �12)
2 � (15)

3(�21 + �03)
2] + (3�21 � �03)(�21 + �03) (16)

[3(�30 + �12)
2 � (�21 + �03)

2] (17)

�6 = (�20 � �02)[(�30 + �12)
2 � (�21 + �03)

2
] (18)

+4�11(�30 + �12)(�21 + �03) (19)

�7 = (3�21 � �30)(�30 + �12)[(�30 + �12)
2 � (20)

3(�21 + �03)
2]� (�30 � 3�12)(�21 + �03) (21)

[3(�30 + �12)
2 � (�21 + �03)

2] (22)

where �pq are normalized central moments de�ned by

�pq =
�pq

�
(p+q+2)=2
00

(23)

for p + q = 2, 3, ... , and �pq is the central moment of
order (p+q) of an image. The invariance properties have
been proven for the case of continuous functions by [8].
In our image retrieval system, we use the �rst 3 terms to
represent a shape.

Eccentricity

The ratio of the major axis to the minor axes is called
eccentricity [9] and is de�ned as

� =
(�20 � �02)

2 + 4�211
(�20 + �02)2

; (24)

where �pq is the central moment of order (p + q) of an
image. The value of eccentricity ranges from 0 to 1. It
is zero for a circular object and one for a line-shaped
object. Eccentricity is invariant to translation, rotation
and scaling.

Edge Directions

A histogram of edge directions is used to represent a
shape. The edge information is extracted using Canny
edge operator [2] with � = 1 and Gaussian mask of size
= 9. The histogram edge directions is represented by
36 bins, each spanning 10�. Euclidean distance metric is
used to compute the dissimilarity value between two edge
directions histograms. Figure 8 demonstrates the shape
representation using edge directions.

In order to achieve invariance to scale, the histograms
are normalized to the number of edges points in the
image. The edge directions representation method is
not rotation invariant. To reduce the e�ect of rotation,
we smooth the histograms using the method proposed
in [10]. A histogram is treated as a 1-D discrete signal.
Smoothing is de�ned as:

Is[i] =

Pi+k

j=i�k
I[j]

2k + 1
; (25)
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Figure 8: An example of shape representation using edge
directions. (a), (d) and (g) show three database images,
(b), (e) and (h) show the corresponding edge images, and
(c), (f) and (i) show the corresponding histogram of edge
directions.

where Is is the smoothed histogram. I is the original
histogram and the parameter k determines the degree of
smoothing. In our experiments, we used k = 1.

5.2 Integration of Shape Attributes

The extracted feature vectors of the images are stored
in the database. The weighting factors of the dissimilar-
ity function are found beforehand using the GA. When
a user raises a query, the features of the query image are
�rst extracted. Then the extracted features are matched
linearly with the features in the database and then in-
tegrated by the dissimilarity function (see De�nition 2).
After that, the images are sorted and displayed in the
order of similarity.

6 Experimental Results and Discussion

The cursive script character image retrieval system is im-
plemented under UNIX using Matlab 5.3. The prototype
system has 1400 binarized Chinese cursive script charac-
ter images. Each of them was normalized to the size of
200 by 200 pixels. These images were scanned from the
book [14] with the resolution of 150dpi. In this section,
we present the results of the GA training and the results
of image retrieval.

6.1 Experiment 1: Weight Assignment using

Genetic Algorithm

The proposed GA was tested with the following setup.
The population size PopSize was 30 and the maximum
number of iterations was 1000. In addition, there were
50 training pairs TP . The size of the database DB was
1400. The values of the weights (genes) were bounded

by 0 and 1. The probability of application of crossover
was 0.6 and the probability of application of mutation
was 0.05. The experiments were repeated 10 times with
di�erent random seeds.

The value of k in the ranking score function was set to
140. Therefore, if the target is ranked in the �rst position,
TC(w) is increased by 1. If the target is ranked in the
second position, TC(w) is increased by 139

140
and so on.

We set k to be 140 because it is 10% of the total number
of images in the database.

Figure 9 shows the best result obtained among the 10
trials. From Fig. 9(a), the GA improved the accuracy
of the retrievals of the training examples by changing
the weights in the dissimilarity function. It converged in
500 iterations with a total count of 42.37, which means
on average, the distance function ranks the target of a
query in a training example to the 22nd position. The
best weights found are presented in Table 1 and were
used as the �nal weights for retrieval afterward.
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Figure 9: Results of Experiment 1. (a) Best cost func-
tion value (TC) versus the number of cost function eval-
uations. (b) The ranking histogram.

The performance of the �nal distance function can be
further analyzed by the ranking histogram in Fig. 9(b).
From the histogram, 74% of the targets were ranked at



Table 1: Results of Experiment 1. Weights found for
di�erent shape features. Note that Io, In, and It are
the original image, normalized image and thinned image,
respectively.

Feature Weight %

Edge directions histogram of Io 0.0224 0.40
Eccentricity of Io 0.0433 0.77
Eccentricity of In 0.1497 2.66
Eccentricity of It 0.0494 0.88
First invariant moment of Io 0.3756 6.67
Second invariant moment of Io 0.9073 16.11
Third invariant moment of Io 0.9854 17.50
First invariant moment of In 0.1156 2.05
Second invariant moment of In 0.1051 1.87
Third invariant moment of In 0.9962 17.69
First invariant moment of It 0.9755 17.32
Second invariant moment of It 0.0136 0.24
Third invariant moment of It 0.8930 15.86

the top 14 positions, 80% were ranked at the top 28 posi-
tions, 86% were ranked at the top 70 positions, and 94%
were ranked at the top 140 positions. However, there
were several targets were ranked very low. This is be-
cause images that appear to be similar need not be sim-
ilar in their shape. Another reason is that the features
that we used cannot model the similarity of those train-
ing examples. However, we believe that by introducing
more e�ective features, the accuracy can be improved.

6.2 Experiment 2: Speed on Feature Extrac-

tion and Retrieval

In this experiment, we tested the speed on feature extrac-
tion and image retrieval. When a query was submitted to
the system, its features would be computed �rst. Next,
the similarity measure between the query and all images
in the database were computed. The average elapse time
of 100 trials for feature extraction of the query image and
database query are listed in Table 2.

Table 2: Results of Experiment 2. Average elapse time
for retrieving an image from a database of 1400 images
on a Sun Ultra 5 Machine.

Feature Extraction Database query Total

11.61s 0.04s 11.65s

6.3 Experiment 3: Evaluation by Recall for

Deformed Images

Our aim is to develop a Chinese cursive script image re-
trieval system that is insensitive to variations on image
deformation. In this experiment, we tested the behavior
of our image retrieval system in the presence of the defor-
mation transformation as shown in Fig. 10. The cursive
character images in Fig. 11 were used to generate a set of
100 deformed images as shown in Fig. 12. The deformed
images were submitted as query images to our retrieval
system to examine whether the deformed images can re-
trieve their original images or not.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 10: Distortions including Pinch: (a) and (b);
Twirl: (c) and (d), Ripple: (e) and (f); Horizontal Ex-
tension (HE): (g) and (h); and Vertical Extension (VE):
(i) and (j).

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 11: Original images.

Table 3 presents the results of recall rate in the top
70 candidates queried by the deformed images, where n
corresponds to the position of the correct retrieval. From
the results, 90% of the deformed images can recall their
original ones in the top 28 candidates which is equal to
2% of the database size. The average recall rate of the
original ones among the top 70 candidates queried by
deformed images was 94%.

6.4 Experiment 4: Evaluation by Recall for

Rotated and Scaled Images

In order to test the recall rate for rotated and scaled
images, we conducted the following experiment.

1. Rotated Query: Every image in Fig. 11 was ro-
tated arbitrarily with the range of �10� and then
presented as the query image. We only tested with
the range stated above because our target is not to
retrieve arbitrarily rotated images and we assume
the query image to our system is directed upward.

2. Scaled Query: Every image in Fig. 11 was scaled
arbitrarily and then presented as the query image.
The scaling factors were bounded by 0.5 and 50.

The experiments were repeated with 100 rotated queries
and 100 scaled queries. From the results presented in
Table 4, we notice that the shape features were very



Figure 12: 100 queries deformed from 10 character images for performance evaluation.

Table 3: Results of Experiment 3. Recall for deformed
images. n refers to the position of the correct retrieval.
For the query nature, please refer to Fig. 10.

Query n = 1 n � 5 n � 14 n � 28 n � 70
Nature (%) (%) (%) (%) (%)

(a) 50 80 90 90 90
(b) 40 80 90 90 100
(c) 10 50 80 80 90
(d) 10 40 80 80 80
(e) 20 60 80 80 90
(f) 20 40 70 80 90
(g) 70 100 100 100 100
(h) 60 90 100 100 100
(i) 80 100 100 100 100
(j) 70 100 100 100 100
Avg. 43 74 89 90 94

e�ective in retrieving scaled images. However, the sys-
tem only recalled 98% of the rotated images in the top
70 positions. This is because we used an edge direc-
tion histogram to represent an image, which is rotation
sensitive. We consider not to use an edge direction his-
togram for representing a character image in our future
development.

Table 4: Results of Experiment 4. Recall for rotated
and scaled images. n refers to the position of the correct
retrieval.

Query n = 1 n � 5 n � 14 n � 28 n � 70
Nature (%) (%) (%) (%) (%)

Rotated 64 83 91 96 98
Scaled 100 100 100 100 100

6.5 Experiment 5: Comparison of Di�erent

Integration Methods

In this experiment, we compare the recall rate of di�erent
integration methods. The deformed images in Fig. 12
were used as queries to recall their original images. The
integration methods include:

1. Equal weights. All the weights were set to 1 for
all the features in the dissimilarity function. This
method has been used in [11] for integrating two
shape features.

2. Weights determined by individual recall rate.
A weighted Euclidean distance was used as the dis-
tance function. The weights are proportional to
the accuracy of retrievals using individual features.
This method was proposed by [11] but they did not
tested its performance.



3. Integration with the method used in the
QBIC system [17, 5, 1]. The distance between
two images is computed using a weighted Euclidean
distance with the inverse of feature variances used
for normalization. For example, the distance be-
tween image i and j is de�ned as

dij =
X
k

(ki � kj)
2

�
2

k

; (26)

where k is a feature.

4. Weights found by GA. The distance between
two images is computed using a weighted Euclidean
distance with the weights found by our proposed
GA.

Table 5: Results of Experiment 5. Retrieval results on
the basis of di�erent integration methods. n refers to the
position of the correct retrieval. (a) Equal weights. (b)
Weights determined by individual recall rate. (c) QBIC.
(d) Our system.

Query n = 1 n � 5 n � 14 n � 28 n � 70
Nature (%) (%) (%) (%) (%)

(a) 43 62 73 80 88
(b) 41 54 69 76 83
(c) 51 65 80 86 93
(d) 43 74 89 90 94

The results of the testing are presented in Table 5.
From the results, the dissimilarity function found by our
GA has a better recall rate than that of the other meth-
ods. This is expected because the weights were optimized
by the GA based on the training examples given by the
users. Hence, its recall rate should be better than that
of the other integration methods.

7 Conclusion and Future Work

In this research, a prototype system for Chinese cur-
sive script character image retrieval has been developed.
Several shape features including histogram of edge direc-
tions, invariant moments and eccentricities were used to
increase the robustness of the system. We also used the
original images, the thinned images and the normalized
images to extract the shape features. The weighting fac-
tors of the shape attributes in the dissimilarity function
were determined by the supervised learning method using
GA. The experimental results proved the feasibility and
practicability of the proposed scheme. Future work deals
with adding other e�ective shape features to our current
system and increasing the database size. Our �nal target
is to build a tool for the calligraphers and artists to do
comparative study on Chinese cursive script characters
depending on di�erent dynasties, authors, periods of the
same author and etc.
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