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Same Search Intent, Different Query Representations 
Example = “Distance between Sun and Earth” 

• distance from earth 
to the sun 

• distance from sun to 
earth 

• distance from sun to 
the earth 

• distance from the 
earth to the sun 

• distance from the 
sun to earth 

• distance from the 
sun to the earth 

• distance of earth 
from sun 

• distance between 
earth sun 

 

• "how far" earth sun 

• "how far" sun 

• "how far" sun earth 

• average distance earth 
sun 

• average distance from 
earth to sun 

• average distance from 
the earth to the sun 

• distance between earth 
& sun 

• distance between earth 
and sun 

• distance between earth 
and the sun 

• how far away is the 
sun from earth 

• how far away is the 
sun from the earth 

• how far earth from 
sun 

• how far earth is from 
the sun 

• how far from earth is 
the sun 

• how far from earth 
to sun 

• how far from the 
earth to the sun 

• distance between 
sun and earth 
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Same Search Intent, Different Query Representations  
Example = “Youtube” 

• yutube                       yuotube                                 yuo tube 
• ytube                         youtubr                                  yu tube 
• youtubo                    youtuber                                youtubecom  
• youtube om        youtube music videos          youtube videos 
• youtube                    youtube com                     youtube co 
• youtub com              you tube music videos         yout tube 
• youtub        you tube com yourtube       your tube 
• you tube                   you tub                      you tube video clips 
• you tube videos        www you tube com              wwww youtube com 
• www youtube        www youtube com    www youtube co  
• yotube                       www you tube                      www utube com 
• ww youtube com     www utube                     www u tube 
• utube videos             utube com                     utube 
• u tube com         utub                                       u tube videos 
• u tube                         my tube                      toutube 
• outube                        our tube                                toutube 
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Semantic Matching Project:  
Solving Document Mismatch in Web Search 
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Matching at Different Levels 

Match between terms in query  & document 

NY NY youtube youtube 

Match between word senses in query & document 

NY New York utube youtube 

Match between topics of query & document 

Microsoft Office … Microsoft … PowerPoint, Word, Excel… 

Match between structures of query & document title 

how far is sun from earth  
… distance between sun 
and earth  
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Structure 

Phrase 

Word Sense 

Topic 

Le
ve

l o
f 

Se
m

an
ti

cs
 

Term 

hot dog hot dog 

Match between phrases in query & document 



Query Understanding 
Structure 

Identification 

Topic Identification 

Similar Query Finding 

Phrase Identification 

Spelling Error 
Correction 

Sense 

michael jordan berkele 

michael jordan berkeley 

[michael  jordan] berkeley 

michael jordan 

michael I. jordan 

michael  jordan:  main phrase 
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Phrase 

Term 

Structure 

Topic 

michael  jordan berkely:  machine 
learning 



Document Understanding 

Title Structure 
Identification 

Topic Identification 

Key Phrase 
Identification 

Phrase 
Identification Term 

Topic 

Homepage of Michael Jordan 
 
Michael Jordan is Professor in the  
Department of Electrical Engineering 

[Michael Jordan], [Professor] 
[Electrical Engineering]: keyphrase 

Phrase 
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Michael Jordan is Professor in the  
Department of Electrical Engineering: machine learning 

Michael Jordan: main phrase in Title 

[Michael Jordan] is [Professor] in the  
[Department] of [Electrical Engineering] Phrase 

Structure 



Online Matching 

Query 
Representation 

Document 
Representation 

Semantic 
Matching 

Matching can be conducted at different levels 

Ranking 
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Related Work 

• Studied in long history of IR 

• Query expansion, pseudo relevance feedback 

• Latent Semantic Indexing, Probabilistic Latent 
Semantic Indexing, Latent Dirichlet Allocation 

• … …  
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• New problem setting 

– Large amount of data available 

– New machine learning techniques 



Matching vs Ranking 

Matching Ranking 

Prediction Matching 
degree 
between query 
and document 

Ranking list of 
documents 

Model f(q, d) f(q,d1), f(q,d2), … 
f(q,dn) 

Challenge Mismatch Correct ranking on 
top 
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In search, first matching and then ranking 



Matching between Heterogeneous 
Data is Everywhere 

• Matching between user and product 
(collaborative filtering) 

• Matching between text and image (image 
annotation) 

• Matching between people (dating) 

• Matching between languages (machine 
translation) 

• Matching between receptor and ligand (drug 
design) 
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Regularized Latent Semantic 
Indexing 

Joint Work with Quan Wang, Jun Xu, 
and Nick Craswell 

SIGIR 2011 



Regularized Latent Semantic Indexing 

• Motivation 
– Matching between query and document at topic level 
– Scale up to large datasets (vs. existing methods) 

• Approach 
– Matrix Factorization 
– Regularization on topics and documents (vs. Sparse Coding) 
– Learning problem can be easily decomposed 

• Results 
– l1 on topics leads to sparse topics and l2 on documents leads to 

accurate matching 
– Comparable with existing methods in topic discovery and search 

relevance 
– But can easily scale up to large document sets 

 
 
 



Regularized Latent Semantic Indexing 

term representation 

of doc n topics 

topic representation 

of doc n 

topics are sparse 

documents are 

smooth 
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Query and Document Matching in 
Topic Space 

q 

d1 

dn 
d2 

Document Space 

d2 

dn 

d1 

Topic Space 

q 



Optimization Strategy 

Coordinate Decent 

Analytic Solution 



RLSI Algorithm 

terms 
processed 
in parallel  

docs 
processed 
in parallel  

• Single machine multi core version 
• Multiple machine version (MapReduce and MPI) 



Scalability Comparison 
algorithm max dataset applied  

(#docs; #words) 
# topics # processors used 

PLDA and PLDA+  
(by Google) 

Wiki-200T(2,112,618; 
200,000) 

1000 2, 048 

AD-LDA 
 

NY Times (300,000; 
102,660) 
PubMed (8,200,000; 
141,043) 

200 16 

 
 
RLSI 

B01 (1,562,807; 
7,014,881) 
Bing News (940,702; 
500,033) 
Wiki-All (3,239,884; 
6,043,069) 
MSWeb Data  
(2,635,158; 2,371,146) 

 
500 ~ 1000 

 
single machine, 24 
cores 
 



Experimental Results on Topic Discovery 

Topics discovered by RLSI are equally readable compared with LDA, PLSI, LSI 



Experimental Results on Web Search 

Reducing vocabulary 
hurts ranking accuracy 

RLSI can help improve 
search relevance 



Group Matrix Factorization 

Joint Work with Quan Wang, Zheng 
Cao, and Jun Xu 

SIGIR 2012 



Group Matrix Factorization 

• Motivation 
– Matching between query and document at topic level 
– Having even better scalability 

• Approach 
– Matrix Factorization (RLSI and NMF) 
– Assuming documents have been classified into classes 
– Class specific topics and shared topics 

• Results 
– Comparable with existing methods in topic discovery 

and search relevance 
– Can scale up to even large document sets 

 
 
 



Group Matrix Factorization  

         … 

term 

D(1) D(2)
 D(p)

 

document 

D = 

U(0)   U(2) D(2) ≈ × V(2) 

D(1) 

topic 

U(0) U(1) ≈ × V(1) 

term 

document 



Group Matrix Factorization (cont’) 



Group Regularized Latent Semantic 
Indexing 



G-RLSI Algorithm 
• Single machine multi core version 
• Multiple machine version (MapReduce and MPI) 



Efficiency Comparison 



Experimental Results on Topic Discovery   



Experimental Results on Web Search 



Matching in Latent Space 

Joint Work with Wei Wu, Zhengdong Lv 

Under review 
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Matching in Latent Space 
• Motivation 

– Matching between query and document in latent space 

• Assumption 

– Queries have similarity 

– Document have similarity 

– Click-through data represent “similarity” relations between 
queries and documents 

• Approach 

– Projection to latent space  

– Regularization or constraints 

• Results 

– Significantly enhance accuracy of query document 
matching 

 



Matching in Latent Space 

q1 

qm 
q2 

d1 

dn 

d2 

Query Space Document Space 

q1 
d2 

qm 

dn 

d1 

q2 Latent Space 

qL

dL



Example: Projecting Keywords and 
Images into Latent Space 

 



Partial Least Square (PLS) 



Solution of Partial Least Square 



Regularized Mapping to Latent Space (RMLS) 



Solution of Regularized Mapping to 
Latent Space 
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Comparison 

PLS RMLS 

Assumption Orthogonal  L1 and L2 
Regularization 

Optimization 
Method 

Singular Value 
Decomposition 

Coordinate 
Descent 

Optimality Global 
optimum 

Local optimum 

Efficiency Low High 

Scalability  Low High 



Experimental Results 
eEnterprise Search Web Search 

• RMLS and PLS work better than BM25, Random Walk, Latent 
Semantic Indexing 

• RMLS works equally well as PLS, with higher learning 
efficiency and scalability 



Conclusion 



Conclusion 

• Large scale topic modeling techniques 
– Regularized Latent Semantic Indexing 

– Group Matrix Factorization 

• Large scale matching techniques 
– Matching in Latent Space 

• Comparable with existing methods in terms of 
accuracy, much better in terms of efficiency 
and scalability 

• Useful for web search 
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