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@ Basics of Semi-supervised Learning
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A problem example
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SerifksuparvEe Leag
What is semi-supervised learning

Semi-supervised learning

Semi-supervised learning (SSL) is a class of machine learning techniques
that make use of both labeled and unlabeled data for training.

@ Supervised learning

@ Unsupervised learning
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FESTERG RSN ISVE A RETGINEN  Semi-supervised Learning

Learning paradigms

ing
Paasgm | LI

Supervised — {b Q
Semi-supervised — {ﬁ
Transductive — {b
Unsupervised = E‘.}

MOEIC
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SERTLNEIN IRV RS W REIGI I Semi-supervised Learning

Types of semi-supervised learning

Semi-supervised Classification

Given / labeled instances, {(x;,y;)}!_;, and u unlabeled instances,

/ L
{Xi},-i}ﬁrl for training

Constrained clustering

| \

Given unlabeled instances {x;}?_;, and “supervised information”, e.g.,
must-links, cannot-links.
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SerifksuparvEe Leag
Concepts

labeled

semi-supervised learning

@ Drawn from the same
distribution

@ Share the same label

@ Surveys: [Zhu, 2005], [Chapelle
et al., 2006]
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Why we need semi-supervised learning?

Unlabeled data are usually abundant

Unlabeled data are usually easy to get

Labeled data can be hard to get

o Labels may require human efforts
e Labels may require special devices

Results can also be good
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Why we need semi-supervised learning?

Some applications of SSL
@ Web page classification:

o Easy to crawl web pages
e Require human experts to label them, e.g., DMOZ

@ Telephone conversation transcription
e 400 hours annotation time for each hour of speech
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Semi-supervised learning vs, transductive learning

Inductive semi-supervised Iearning

Given {(x;,yi)}!_; and {x;} il ,+1, learn a function f : X — ) so that
is expected to be a good predictor on future data.

v

Transductive learning

Given {(xi,y1)}_; and {x;};} /41 learn a function f : Xty yltu s
that f is expected to be a good predictor on the unlabeled data {x,} it |
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How semi-supervised learning is helpful

e SVM
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How semi-supervised learning is helpful

e SVM
@ SVM with unlabeled data
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How semi-supervised learning is helpful

e SVM
@ SVM with unlabeled data
@ Semi-supervised SVM
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FESTERG RSN ISVE A RETGINEN  Semi-supervised Learning

How semi-supervised learning is helpful

@ p(x) carries information that is helpful for the inference of p(y|x)
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Applications

@ Natural language processing

o X: sentence
@ y: parse tree

@ Spam filtering

o X: email

e y: decision(spam or not spam)
@ Video surveillance

e X: video frame

o y: decision(spam or not spam)
@ Protein 3D structure prediction

o X: DNA sequence
@ y: structure
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SerifksuparvEe Leag
How semi-supervised learning is possible?

@ Assumptions or intuitions?

o Cluster assumption (similarity)
e Manifold assumption (structural)
o Others

@ Which one is correct?
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Models

Self-training

Co-training

Probabilistic generative models
Graph-based models

Large margin based methods

Which one is good?
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Self-training

Maybe a simple way of using unlabeled data
o Initialize L = {(x;,y;)}!_; and U = X
@ Repeat

@ Train f from L using supervised learning
@ Apply f to the unlabeled instances in U
© Remove a subset S from U ; add {(x, f(x))|x € S} to L

o Until U= ¢
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SERTLNEIN IRV RS W REIGI I Semi-supervised Learning

Self-training
@ A wrapper method
@ The choice of learner for f in step 3 is open
@ Good for many real world tasks, e.g., natural language processing
@ But mistake in choosing the f can reinforce itself
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Basics of Semi-supervised Learning Probabilistic Methods

A simple example of generative model

Gaussian mixture model (GMM)
@ Model parameters:

0 = {m, u, L}, m:class priors,

w:Gaussian means, ¥ :covariance |

matrices “’:
@ Joint distribution o
p(x,y10) = p(yl0)p(x]y,0) |.,
= 7T~/\/'( X iy I) :.
o Classification: e e o
p(x,y|0)

0)= =k~
p(y[x,0) K p(x, yil6)
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Basics of Semi-supervised Learning Probabilistic Methods

Effect of unlabeled data in GMM

P(X},Y/0) P(X;, Y, X,10)
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Generative model for semi-supervised learning

Assumption: knowledge of P(x,y|f)

Joint and marginal distribution

p(X1, Y1, Xul0) = p(X1, Y1, Xu, Yu[6)
Yu

Objective: find the maximum likelihood estimate (MLE) of 6, the
maximum a posteriori (MAP) estimate, or be Bayesian

Optimization: Expectation Maximization (EM)

Applications:

e Mixture of Gaussian distributions (GMM): image classification
e Mixture of multinomial distributions (Naive Bayes): text categorization
e Hidden Markov Models (HMM): speech recognition
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Classification with GMM using MLE

e With only labeled data (the supervised case)
o log p(X;, Y1[0) = Y=i_, log p(y;|0)p(xilyi. 0)
o MLE for @ trivial (sample mean and covariance)
e With both labeled and unlabeled data (the semi-supervised case)
° Iogp(X,,Y,,Xu|9) =
Sy log p(yil®)p(xily:, 0) + 17, 1 log (Zy p(y10)p(xily, 9))
o MLE for @ not easy (hidden variables): EM
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EM for GMM

@ Initialize ° = {7, u, X} on (X}, Y)),
© The E-step:
e for all x € X,, compute the expected label

p(x, y|0)
K p(x, yil0)

o label all x € X, according with p(y|x, #)
© The M-step: update MLE 6 with both X; and X,

p(y|x, 9) =
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Basics of Semi-supervised Learning Probabilistic Methods

The assumption of mixture models

The assumption of mixture models

Data actually comes from the mixture model, where the number of
components, prior p(y), and conditional p(x|y) are all correct.

@ This assumption could be WRONG!

Which one is correct?
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The assumption of mixture models

Heuristics

o Carefully construct the generative model, e.g., multiple Gaussian

distributions per class

@ Down-weight the unlabeled data 0 < A < 1

log p(X/, Y1, Xu[0)

King & Xu (CUHK & MPI Inf)

/

> " log p(yil6)p(xilyi, 0)

i=1
I4+u
+ A ) log Zp y10)p(xily,0)
i=I+1
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Basics of Semi-supervised Learning Probabilistic Methods
Summary

Assume a distribution for data

Unlabeled data are used to help to identify parameters in
P(X, Y, Xy[6)

Incorrect assumption would degrade performance

Prior knowledge on data distribution is necessary

Would be helpful to combine with discriminative models
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Basics of Semi-supervised Learnin Co-training

Two views

BIPA: et Creiohion, 1
B Wnlaaaw
L3

EME|  mportart News trom GeoTrust

Dear Valued GeoTrust Reseller,

Today, GeoTrust announced it has signed a definitive agresment to be acquirsd by
Verisign. A5 the CEO of GeoTrust, 1 want to share my thoughts on this transaction and
let you know what it means for you.

Although we have been competitors in the market for the past five years, we have
slways respected the company and its products. We recognize that VeniSign, as a much
larger company, Can provide its customers -- and its resellers —- with a much brosder
range of products and programs

Conversely, vensign admired GeoTrust's brand, SSL products and its reseller channel, and
viewed them as very important attributes. As the market for SSL continues to grow
among organizations of all sizes, they recognize that it is important to have a strong
reselier ehannel 1o complement their direct Sales brganization.

After careful , our board and team decided that it made sense
for the two companies to merge and leverage our combined strengths to better serve tha
market

Lwart to 1easnirs you thy Vertsign is comimttad b, camiiuiig to sApar the CRETTIot
reseder channel. VeriSign will honar all existing GeoTrust resefler contracts. You w
continue to be able to buy GeoTrust-branded products, continue 1o use the API na
GeoTrust will continue to Support you. Both companies’ goal is to ensure 3 smooth
transition with 26r0 NTEMUPLION 1o your business

I want to wish you continued success as a reseller of GeoTrust products and thank you
for contributing to our success. You can expect to hear more details as the transaction
nears completion, but if you have any immediate questions, please feel free to call your
GeoTrust sccount representative

Sincerely,

Meal Creighton, CEO, GeoTrust

@ Two views for email classification:

o Title
e Body

King & Xu (CUHK & MPI Inf)
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sics of Semi-supervised Learning Co-training

Two views

ANFORD

COMPU R § NCE
OMPUTER SCIENCE About | Events | People Ed

Ron Fes

i P Denald L K (54
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Edward Feigenbaum  3-4878 GATES 237 @ Frequently Asked Questions
Richard Fikes 5-3860 Gates 505 ntl Questions
Hector Garcia-Molina  3-0685 GATES 434 ® Recent News .. omm
Mike Genesereth 3-0934 GATES 220 “omputer Musings
Leonidas Guibas 3-0304 CLARK $293 @ Known Ervors in My Books
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Jeff Heer Gates 375 2 Help Wanted
John Hennessy BLDG 10 ® Diamond Signs . emm
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O na Khatib GATES 144 o =

rriculum Vite
Scott Klemmer 3 Gates 384
@ Pine Orean

Daphne Koller 3-6598 GATES 142
Viadlen Koltun 723-6690 Gates 374
Christos Kozyrakis 53716 Gates Hall 304
Monica Lam 5-3714 GATES 307

o Classify web pages into category for students and category for
professors
@ Two views of web page
o Content: | am currently the second year Ph.D. student

e Hyperlinks: My advisor is Prof. ...
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Ce-ariiE
Why co-training?

@ Learners can learn from each other

@ Implied agreement between two learners

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 29 /83



Co-training algorithm

Input:
o Labeled data (X, Y/), unlabeled data X,
e Each instance has two views x = [x(1), x(?)]
@ A learning speed k
Algorithm:
Q letli=1L,= (X/,Y/).
@ Repeat until unlabeled data U = 0:
® Train view-1 f() from Ly, view-2 f@ from L.
Classify unlabeled data with f() and f(?) separately
Add fWs top k most-confident predictions (x, f(! ( to L

(2]

© )

@ Add f®s top k most-confident predictions (x, f(*)(x)) to L;
@ Remove these 2k instances from the unlabeled data U.

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 30/ 83



Basics of Semi-supervised Learning Co-training

Schematic of a co-training algorithm

EM
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| |
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Ce-ariiE
lllustration of co-training

@ Train a content-based classifier using
labeled examples
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Basics of Semi-supervised Learning Co-training

lllustration of co-training

@ Train a content-based classifier using
labeled examples

@ Label the unlabeled examples that are
confidently classified
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Ce-ariiE
lllustration of co-training

@ Train a content-based classifier using
labeled examples

@ Label the unlabeled examples that are
confidently classified

© Train a hyperlink-based classifier
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Basics of Semi-supervised Learning Co-training

lllustration of co-training

@ Train a content-based classifier using D S
labeled examples

@ Label the unlabeled examples that are
confidently classified

© Train a hyperlink-based classifier
@ Label the unlabeled examples that are D

confidently classified R

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 32/83



Ce-ariiE
lllustration of co-training

@ Train a content-based classifier using .
labeled examples

@ Label the unlabeled examples that are
confidently classified

© Train a hyperlink-based classifier

@ Label the unlabeled examples that are .
confidently classified

@ Next iteration D

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 32/83



Ce-ariiE
Assumptions of co-training

Assumptions of co-training

@ Each view alone is sufficient to make good classifications

@ The two views are conditionally independently given the class label

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 33 /83



Ce-ariiE
Summary

o Key idea
e Augment training examples of one view by exploiting the classifier of
the other view

@ Extension to multiple views

@ Problem: how to find equivalent views

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 34 /83
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Graph-based semi-supervised learning

Introduction
Label propagation
Graph partition

Harmonic function

Manifold regularization
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Graph-based Semi-supervised Learning
Graph-based semi-supervised learning

Key idea
o Construct a graph with nodes being instances and edges being
similarity measures among instances
@ Look for some techniques to cut the graph

o Labeled instances
e Some heuristics, e.g., minimum cut

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 36 /83



Graph-based Semi-supervised Learning
Graph-based semi-supervised learning

e G=<V,E>, where V = {x;}"_;
o Build adjacency graph using a heuristic
o eNN. e € RT. Nodes x; and x; are connected if dist(x;,x;) < €
o k-NN. k € N*. Nodes x; and x; are connected if x; is among the k
nearest neighbors of x;.
o Graph weighting

. dist(x;,X;)
o Heat kernel. If x; and x; are connected, the weight Wj; = exp™ ¢ . ,

where t € RT.
o Simple-minded. Wj; = 1 if x; and x; are connected.
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Siizplvbaezd] Sermt-super e LR
Graph-based semi-supervised learning

e eight
‘3 // ?__________________ J?Lfom
\ /‘P / Y / o g =< V,E >
.:\\ E‘\ \%L e Wj: weights on edge (x;, x;)
23 g e Di=XLW
\ P @ Graph Laplacian: L=D - W
S—2 - o Weighted graph Laplacian:
="l & L=D"D-W)D"}
e, 0\
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Gimpli-bzead Seim-aupeariss Leanie
Label propagation

© Supervised case: not consider the data

O il distribution
07 @ 27N
H e 10 © How to include unlabeled data into
of 7o, : ..
L 7 520 . the prediction of class labels?
L o o” o i
/. \\\Q O O
S0 9
"""" o
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Label propagation

© Supervised case: not consider the data
distribution

© How to include unlabeled data into
the prediction of class labels?

© Connect the data points that are close
to each other
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Label propagation

© Supervised case: not consider the data
distribution

© How to include unlabeled data into
the prediction of class labels?

© Connect the data points that are close
to each other

@ Propagate the class labels over the
connected graph

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 39 /83



Gimpli-bzead Seim-aupeariss Leanie
Label propagation

Input:
@ Given adjacency matrix W, degree
matrix D = diag(di, ..., dn),
di = Zj;éi Wi
@ or normalized adjacency matrix:
D-1/2ywp-1/2
@ labels Y,

@ decay parameter: «

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 40 / 83



Label Propagation

o Initial class assignments § = {—1,0,+1}"

~ {1 VX,’EX/
Yi =

0 Vx; e X,
@ Predicted class assignments

@ Predict the confidence scores f = (f1,...,1,)
@ Predict the class assignments y; = sign ()

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 41 /83



Basics of Semi-supervised Learning Graph-based Semi-supervised Learning

Label propagation

King & Xu (CUHK & MPI Inf)

One round of propagation

£ i
! O‘Z}’:l VV,'J')A/,' VX,‘ c Xu

o f) =g +aWy

Semi-supervised Learning

Vx; € Xy

WCCI 2010

42 /83



Siizplvbaezd] Sermt-super e LR
Label propagation

Two rounds of propagation

f@ = fO 4w

= §+aW§+a?W?y
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Siizplvbaezd] Sermt-super e LR
Label propagation

Any rounds of propagation

t
f) =g+ okwhy
k=1
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Basics of Semi-supervised Learning Graph-based Semi-supervised Learning

Label propagation

Infinite rounds of propagation
o
) =g+ " akWhy
k=1

Or equivalently

£°) = (1—aW)ty

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 43 /83



Siizplvbaezd] Sermt-super e LR
Graph partition

o Key idea
o Classification as graph partitioning
@ Search for a classification boundary

e Consistent with labeled examples
e Partition with small graph cut

/ Graph Cut = 1
Graph Cut=2\\ e

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 44 / 83



Basics of Semi-supervised Learning Graph-based Semi-supervised Learning
Min-cuts

o V., : source, V_: sink

@ Infinite weights connecting sinks and sources

// Graph Cut =1

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 45 / 83



Basics of Semi-supervised Learning Graph-based Semi-supervised Learning
Min-cuts

Fix f;, search for f, to minimize >, > 7, Wi(fi — f)?
Equivalently, solve

n n S £)2 /
c(f) = ZZW+%Z(’7Y02
i=1

i=1 j=1

@ Loss function: oo Zle(f; — y)? (constraint)
@ Combinatorial problem, but have polynomial time solution

f/ Graph Cut =1

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 46 / 83



Harmonic Function

o Weight matrix W

@ membership function

f_ 1 Vx; € A
e -1 Vx;eB

@ Graph cut (energy function)

n n (F £)\2

i=1 j=1

1 1

= “fI(D-W)f=>fLf
4 4

@ Graph LaplacianL=D - W
e Pairwise relationships among data
e Mainfold geometry of data

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 47 / 83



Siizplvbaezd] Sermt-super e LR
Harmonic Function

1
i C(F) = ZfFTLFf
fe{ﬂl,r}f—l}" (f) 4

s. t. =y, i=1,...,1

Challenge: combinatorial optimization?

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 48 / 83



Harmonic Function

Relaxation to continuous space

min C(f) = LT,
fcRn 4

s.t. fi=y,i=1,...,1

o f(xj)=yifori=1,...,1

@ f minimizes the energy function
n n Wy(fi—f)?
D1 j=1 4
@ average of neighbors
2 Wif(x)
f(X,') B ZJ'N,' Wi

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 48 / 83



Gimpli-bzead Seim-aupeariss Leanie
Harmonic Function

An alternative algorithm
© Fix f(x;) = y; for x; € X, and initialize
f(x;) =0 for x; € X,
© Repeat until convergence

f(x;) = W for x; € X,

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 48 / 83



Gimpli-bzead Seim-aupeariss Leanie
Harmonic Function

Analytical solution from the optimization
perspective

|

f, = Lu,uLu,/Y/ where A /! B
_ Ly Ly

L= |: I-u,l I-u,u :|

f = (f,f)

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 48 / 83



Basics of Semi-supervised Learning Graph-based Semi-supervised Learning

Harmonic function

Connection to label propagation (learning with local and global
consistency)

Local
Propagation

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 49 / 83



Siizplvbaezd] Sermt-super e LR
Harmonic function

Connection to label propagation (learning with local and global
consistency)

E Local
Propagation

= ) fu = "Ly

U, U

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 49 / 83



Manifold regularization

Manifold regularization is inductive
e Define a function in a RKHS: f(x) = h(x) + b, h(x) € H
@ Flexible loss function: e.g., the hinge loss

o Regularizer prefers low energy f'Lf

/
min ;(1 = Yif(xi))+ + AullAllre, + Aof TLF

where

@ A1 and Ay are non-negative tradeoff constants

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 50 / 83



Application

Label propagation (learning with local and global consistency)

kNN (k=1)

=~ SVM (RBF keral) [Zhou et al., NIPS 2003]

—=— harmonic Gaussian
=e— consistency method

e s @ 20-newsgroups: autos,
motorcycles, baseball, and
hockey under rec

test eror

@ Pre-processing: stemming,
remove stopwords & rare words,
e msz,e.ex\péfms e and skip header

o #Docs: 3970, #word: 8014

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 51 /83



Application

Label propagation (learning with local and global consistency)

[Wang et al., ACM MM 2004]
@ 5,000 images

@ Relevance feedback for the top
20 ranked images

Label propagation

o Classification problem

T
———— .

ol | o Relevant or not?
SVM o f(x): degree of relevance

10020 30 40 50 60 70 8 90 100 Learning

Scope

@ SVM vs. Label propagation

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 51 /83



Graph-based Semi-supervised Learning
Summary of graph-based methods

Construct a graph using pairwise similarity

Key quantity: graph Laplacian
o Captures the geometry of the graph
@ Decision boundary is consistent
o Graph structure
o Labeled examples

@ Parameters related to graph structure are important
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Semi-supervised SVM

e SVM
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Semi-supervised SVM

e SVM
@ SVM with unlabeled data
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Semi-supervised SVM

e SVM
@ SVM with unlabeled data

@ Semi-supervised SVM
(S3VM)

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 53 /83



FESTERI RSN IREI ISV E W RETGIN AN Semi-supervised Support Vector Machine

Assumptions of semi-supervised SVM

Low Density Separation Assumption

The decision boundary should lie in a low-density region, that is the
decision boundary does not cut through dense unlabeled data.

Also known as cluster assumption

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 54 / 83



Semi-supervised SVM

S3VM: y,, for unlabeled data as a free variable

S3VM

n
. . 2
min min w|5+ C ;
L U ;g,
s. t. y;(WTX;—I-b)Z].—g;,iZl,...,/

yi(WTX;—i—b)Zl—E,', i=1+1...,n
&>0,i=1,...,n

@ No longer convex optimization problem

@ Alternating optimization

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 55 /83



SeritksupRriEes] Supres Vesiar Meahing
Semi-supervised SVM

Equivalently, unconstrained form:

S3VM

/ I4+u
. . 2 . — w5z
min min llwl5 + C/Z(l yif(xi))+ + Cu Z (1 —yif(xi)+

i=1 i=I+1

where (1 — y;f(x;))+ = max(0,1 — y;f(x;))

Optimize over y* = (yf.1,..., ), we have

my_iun(l = yif (xi))+ = (1 —sign (f(x;))f(xi))+ = (1 = [f(xi)])+

i
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Sert-supervEed Suippai: Vesis (Vi
Semi-supervised SVM

S3VM objective

/ I+u
min Iwli3 + G (1= yif(xi)s + Cu Y (1= [F(xi)])+
i=1 i=l+1

@ Non-convex problem

@ Optimization methods?
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Semi-supervised Support Vector Machine
Representative optimization methods for S3VM

label-switch-retraining [Joachims, 1999]
gradient descent [Chapelle and Zien, 2005]
continuation [Chapelle et al., 2006]

concave-convex procedure [Collobert et al, 2006]

semi-definite programming [Bie and Cristiannini, 2004; Xu et al.,
2004; Xu et al., 2007]

deterministic annealing [Sindhwani et al., 2006]
@ branch-and-bound [Chapelle et al., 2006]
e non-differentiable method [Astorino and Fuduli, 2007]
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SEETR I TR VRS W RCEG -l Semi-supervised Support Vector Machine

Experiments

Experimental data

data set | classes dims points labeled
g50c 2 50 550 50
Text 2 7511 1946 50
Uspst 10 256 2007 50
Isolet 9 617 1620 50
Coil20 20 1024 1440 40
Coil3 3 1024 216 6
2moons 2 102 200 2
Figure: Data sets.
Data and results are from [Chapelle et al., 2008]
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Quality of performance

Quality of minimization

VS'VM  ¢S°VM  CCCP  S*VMP " VDA Newton
1.7 1.9 4.5 4.9 4.3 37

Figure: Average objective values.
Quality of prediction

VSIVM  cS'VM  CCCP  S3VMAE YDA  Newton | SVM  SVM-5cv
g50c 6.7 6.4 6.3 6.2 T 6.1 8.2 49
Text 5.1 53 83 8.1 5.7 54 14.8 2.8
Uspst 15.6 36.2 16.4 155 272 186 | 20.7 3.9
Isolet 258 59.8 26.7 30 39.8 322 32.7 6.4
Coil20 25.6 30.7 26.6 253 12.3 24.1 24.1 0

Figure: Errors on unlabeled data.
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SEETR I TR VRS W RCEG -l Semi-supervised Support Vector Machine

Combine with graph-based methods

Exact r (Table 8 setting) Estimated »  (Table 13 setting)
LapSVM | VM  LapSVM-SSVM™" | SVM"  LapSVM-S* VM=
g50c 6.4 6.2 4.6 H 6.1
Text 11 8.1 8.3 9.2 9.0
Uspst 11.4 15.5 8.8 24.4 19.6
Isolet 41.2 30.0 46.5 36.0 49.0
Coil2o 11.9 253 12.5 25.3 12.5
Coil3 20.6 56.7 17.9 56.7 179
2moons 7.8 68.8 5.1 68.8 5.1
Figure: Errors on unlabeled data.
@ Seem to have better performance
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SEETR I TR VRS W RCEG -l Semi-supervised Support Vector Machine
Summary

Semi-supervised SVM
@ Based on maximum margin principle
@ Low density assumption
@ Extend SVM by pushing the decision boundary traversing low density
regions
o Classification margin is decided by
o Class labels assigned to unlabeled data
o Labeled examples
@ Problem: non-convex optimization

o Solvers: AS3VM, SVMUeht CCCP, etc
o No one is the best?
o Sensitive to data
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Outline

© Advanced Topics
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Theory of semi-supervised learning

e PAC bound analysis of SSL (Balcan & Blum, 2008)

@ Which assumption to take (Manifold or low density)? (Lafferty &
Wasserman, 2007)

@ Whether unlabeled data can help? (Singh, Nowak, & Zhu, 2008)

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 64 / 83



New directions of semi-supervised learning

@ Probabilistic methods: hybrids of generative models and
discriminative models (Lasserre et. al, 2006; Fujino et. al, 2008)

@ Variants of multiview learning: view disagreement, structured output,
information theoretic framework

@ Graph-based methods: how to construct the graph?

@ Semi-supervised SVM: new optimization methods?
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Large scale semi-supervised learning

Perspective:

o Efficient algorithms
@ Online learning
e Examples arrive sequentially, no need to store them all

Online semi-supervised learning: Repeat
© At time t, adversary picks x; € X, y; € Y shows x;
@ Learner builds a classifier f; : X — R, and predicts f;(x;)
© With small probability, adversary reveals y;
© Learner updates to f;11 based on x; and y; (if given)
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Online manifold regularization

@ Bach mode manifold regularization

T = O ) + 2B
A T T
o 30 D () — )W
i=1 j=1

o J(y¢): indicator of whether x; is labeled
@ Instantaneous risk

TlF) = PO xe ) + I
T
0 D (F(x) — () W
i=1

o Involves graph edges between x; and all previous examples
_ T
o J(f) =2y Ji(f)
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Online manifold regularization

Use gradient descent to update

OT(f
fepr = fo— e ajf Y
o ne=1//(t)
o lteratively update
0 =Y o K(x:.)
@ update a%”l) by
ot = (1 nea)adt? — 2 (fi(x) — fo(xe))Wie, i=1,...,t 1

t—1

2000 Y ((5) = 6 W = -3/ (F(xe, 1))

a§t+1)

Space O(T): stores all previous examples
Time O(T?): each new instance connects to all previous ones
@ Can be further reduced by approximation techniques
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Summary

@ Theory: analyzing generalization error bounds
@ Understanding the assumptions

o Cluster assumption vs. manifold assumption
@ Scalable algorithms

e Online learning, e.g., online manifold regularization
o Efficient optimization algorithms, like CCCP

@ Variants of algorithms

o When the training data and test data are not generated from the same
distribution?
e Data with structured output

King & Xu (CUHK & MPI Inf) Semi-supervised Learning WCCI 2010 69 / 83



Outline

e An Empirical Example
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Privacy exposure in social networks

@ Number of users in Facebook

# of Active Users (Million)

400

300

200

100

(=]

King & Xu (CUHK & MPI Inf)

Statistic of Active Users on Facebook

2006 2007 2008 2009 2010Feb
Year
Semi-supervised Learning WCCI 2010

71/ 83



An Empirical Example

Privacy exposure in social networks

wall nfo Photos
wall P —
ABO Apout M WA Trfo e
wall Info Photos Boxes Notes video
Basic gasic Info
e Male
Relationship Status:  Single

Vork o Looking For:

Hometown:

Wor Grad Sche

Friendship

Taian, Shandong, China

work and Education

College
Emg
Grad Employers Microsoft Ju - Octaber zons
microsoft research asia intern
Gra g, Chir
Internet graphics group
MMusic coll Grad School University of Oxford
High Computing Biclogy@iedial Imaging
" College Hong Kong University of Science and Technology "07 non

Exchange

Computer Science(CKC, mixed cl:

Zhejiang University "09 Eachel

e

Likes and Interests
Cont Interests
Cont

Contact Gor

Contact 1 Con

Music Tannis Xenakis
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Privacy exposure in social networks

User profiles are not complete

[P |
ShdiVZ sy | ;

1

06 | il : -

Missing % Profiles
o o
o ¥ IS
T T
Bmay A A A AW A A W A LW AT AT LW T ) :
1 L

égé IR

SigEEidBcesy spEzijeuglses

53%2% g%g § g § g§§§
Attibute name
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Privacy exposure in social networks

Friends (linked persons) may share similar property

Information of friends may expose his information

Y

@ How much of these context information can be exposed?

4

Semi-supervised methods seem to suite our scenario
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Experiment

@ Objective: to expose which university a user comes from
@ Methods: SSL framework
o Datasets: real-world data from Facebook and StudiVZ
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Experiment

@ Objective: to expose which university a user comes from
@ Methods: SSL framework

o Datasets: real-world data from Facebook and StudiVZ

Vertices
Edges

Groups
Networks

Classes
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An Empirical Example

Experiment
Data Distribution of Facebook Dataset
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An Empirical Example

Experiment

Class Size

King & Xu (CUHK & MPI Inf)

Data Distribution of StudiVZ Dataset
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Experiment

@ Feature Selection

o Users’ profile: top 3 completeness
e Relational information

@ Data Translation

e Missing Value: average value
e Similarity: cosine similarity
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An Empirical Example

Experiment
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An Empirical Example

Experiment
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Summary

@ Learn hidden users’ attributes based on relational information and
profile similarity among users

@ SSL predicts sensitive information more accurately than supervised
learning

@ Users' security is never secure and protections are needed
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Outline

@ Conclusion
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Conclusion

@ A brief introduction to semi-supervised learning
o Generative models
e Co-training
o Graph-based methods
e Semi-supervised support vector machine
@ Advance topics in semi-supervised learning

@ An empirical evaluation of semi-supervised learning in online social
network analysis
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Conclusion

QA

Thanks for your attention!
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