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Abstract

We apply the global Principal Component Analysis (PCA) learning for face recognition tasks.

The global unsupervised PCA learning generates a set of plausible visual receptive �elds that

are ideal for image decomposition during the feature extraction process for recognition. The
procedure and results of our approach are illustrated and discussed.

1 Introduction

General machine recognition typically is performed in two steps: (1) feature extraction and (2)
classi�cation or matching based on the features extracted. The main goal of the feature extraction
procedure is to seek a reduced representation of the source data. What is the best representation
used often depends on the input distribution, in our case of face images, fxg = fxlg

N
l=1 where each

xl is an n � n matrix with xi;j 2 R. For natural images which include face images, there is much
redundancy in natural images which leaves room for reduction in the representation [2, 4]. Principal
Component Analysis (PCA) is a way to reduce the dimensionality of the input by �nding a small set
of basis vectors that accommodates the largest variance in the input statistics. For this reason, we
choose PCA as a way for feature detection for face recognition tasks.

2 Global PCA Learning of Receptive Masks

Researchers have shown that PCA learning forms receptive �elds from random inputs [9, 1, 6].
Here, we postulate that these receptive �lters are better than the Gabor wavelet approach since these
receptive �lters are learned from the input statistics instead of being tuned manually. A recent review
of PCA learning methods is shown in [11].

Hence, we generate these receptive �elds as generalized feature detectors in the feature extraction
process for face recognition. The output feature map is calculated by convolving the input image x

with a generated receptive �eld, ~ei, i.e.,

Ioi (x) = x � ~ei (1)

where ~ei is the i-th principal component corresponding to the eigenvector found in the i-th largest
eigencomponent calculated from the PCA procedure. Each principal component correspons to a
receptive �eld which is sensitive to a particular intensity distribution (spatial feature) from the input
statistics.

To form these receptive �lters, one requires a random sampling from a set of images over a long
trial sequence. Here is the procedure.
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Input: Given fxig
N
i=1 of N training face images over K learning trials. In our experiment, we have

N = 113 and x = 128� 128.

Do: Find the average matrix.

(a) Select a receptive �eld patch x
0

l randomly from the set of input images fxig
N
i=1 where x

0 is
a p� p array with p < n. Here, p = 32 and K = 10; 000.

(b) Find �x0 = 1

K

PK

i=1 x
0

i over all K trials.

Do: Find the covariance matrix after all K trials.

(a) Calculate C = 1

K

PK

i=1(x
0

i � �x0)t(x0

i � �x0). More precisely, covariance matrix is calculated
by ~xti~xi where ~xi is the vectorization of the matrix resulted from (x0

i � �x0).

Do: Find the eigenvectors and its associated eigenvalues from

C~ei = �i~ei (2)

where �i is the eigenvalue and ~ei is its associated eigenvector.

It has been shown that linear neural networks can perform the above procedure to extract the
principal components [8, 7, 9]. Without loss of generality, here we just use the above procedure to
generate the receptive �lters for recognition.

A sample of the receptive �eld generated from the global PCA approach is illustrated in Fig. 1(b).
The top 4 rows illustrate the 32 largest eigenvectors found from fxg. We have arranged them from
left to right and top to bottom according to their non-decreasing eigenvalues. Since the calculation
of the principal components is o� by �1, a full set of receptive �eld masks can be obtained by a sign
change. This is illustrated in the bottom 4 rows of the �gure which are the contrast reversed sets of
�lters mirroring the top 4 rows of �lters.

Once the receptive masks are generated, these �lters can then be convolved with the input image
to extract local features as shown in Eq.(1). The advantage here is that fewer �lters can be used than
in the full Gabor wavelet approach. This is because the associated eigenvalues of these eigenvectors
drop o� quickly after the �rst few principal components indicating that only the �rst few principal
ones are required for a good reconstruction. See [10] for the characterization and reconstruction of
human faces with few PCA components.

The feature extraction is done by selecting the coe�cient from the set of salient points in each of
the convolved images, Ioi (x). An instance of this feature extraction process is demonstrated in Fig. 2.

3 Experiment and Results

The face image database contains a total of 226 face images of 113 individuals. Each person has
two images, one for the training procedure and one for the testing procedure. The image database
contains face images from both males and females and from di�erent ethnic groups. All images in
the database are 128� 128 with 256 gray levels. A sample of few face images are shown in Fig. 1(a).
Initially, no particular care was given to control the illumination and placement of the face in the
image although the width of the head is at least 1=3 and no larger than 3=4 of the full image. The
face is roughly located near the center of the image array.

3.1 Matching Results

We use a simple matching strategies in our study to demonstrate the feature extraction from PCA
learning. More elaborate matching schemes will yield better results but it is not the main objective
of this paper.



For comparison, a general error measurement is de�ned as

err(~x; ~x0) =

 X
i

(xi � x0

i)
2

! 1

2

(3)

After the convolution operation with the principal eigenvectors we keep only a few points for
representation used in matching, e.g., left eye, right eye, nose tip, left mouth end, and right mouth.
The result is summarized in Table 1. The table presents the ranking of the match, i.e., a perfect
match of a new face to a model face of the same person would be 1, the worst would be 113 in our
case. This is obtained by sorting the error values calculated from the matching and �nding the correct
position in the sorted list for the target image.

(a)

PCA Generated Masks (1024-992)

(b)

Figure 1: (a) Some sample input training images and their corresponding test images. (b) The set of
globally learned PCA masks generated from training of 32� 32 window of 128� 128 size face images.
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Figure 2: The feature extraction process. The left picture is an input face image. The middle sub�gure
is the 5th largest principal component found as shown in 1(b). We convolve the input image with the
mask to obtain the right sub�gure with marks around the feature points. These are the points we
keep for modeling the face.

4 Discussions

The performance of the matching can be improved by increasing the feature set or by increasing
the number of feature detectors generated from PCA learning. Furthermore, since the computational



Table 1: Matching results using the global masks.

Rank Freq. Percent. Accu.
Rank (%) (%)

1-9 50 44.2478 44.2478
10-19 13 11.5044 55.7522
20-29 8 7.0796 62.8319
30-39 7 6.1947 69.0265
40-49 10 8.8496 77.8761
50-69 11 9.7345 87.6106
70-89 9 7.9646 95.5752
90-113 5 4.4248 100

resource required is relatively little after the learning is done this can be a very quick way to get an
approximated result to see whether a �ner matching is required.

Although we have chosen the batch algorithm to implement our PCA learning, an on-line version
of the PCA algorithm based on iterative method can also be used to achieve the same result. The
iterative algorithm can be used when the face images are not a priori. The advantage to use an
on-line PCA algorithm is that a precise knowledge of the input set is not required making the system
extensible to new face images. On the other hand, previous learned coe�cients will need periodic
updating since the PCA learned masks are changing with each update. Hence, a proper procedure to
re-calculate the representation of previously generated face images still can be troublesome.

Lastly, these approaches can be adopted to other domain speci�c object recognition task quite
easily without much modi�cations. This is because the system \learns" what is important and what
is not from the training sample. Therefore, this method is potentially very useful as a generalized
vision framework.

In the future, we plan to focus on implementing the elastic matching for the global approach
and compare results with that obtained by [5, 3]. We also plan to extend the linear PCA learning
to the non-linear case [11]. Preliminary results show non-linear PCA learning will give even better
performance than the linear PCA.

5 Conclusion

We have demonstrated a global PCA-based method for feature extraction for face recognition. The

global PCA method is based on the formation of receptive �elds using a set of random samples from
the input image set over a long training sequence. These global PCA masks are more biologically
plausible and statistically more e�cient to represent input samples. From the result, we have shown
that this method used is quite e�cient in extracting representational features from face images for
matching.
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