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Abstract— Efficient content-based information retrieval in
image databases depends on good indexing structures of the
extracted features. While indexing structures for text re-
trieval are well understood, efficient and robust indexing
structures for image retrieval are still elusive. In this paper,
we use the Rival Penalized Competitive Learning (RPCL) cluster-
ing algorithm to partition extracted feature vectors from im-
ages to produce an indexing structure for Montage, an image
database developed for Hong Kong’s textile, clothing, and
fashion industry supporting content-based retrieval, e.g., by
color, testure, sketch, and shape. RPCL is a stochastic heuris-
tic clustering method which provides good cluster center
approximation and is computationally efficient. Using syn-
thetic data, we demonstrate the recall and precision perfor-
mance of nearest-neighbor feature retrieval based on the
indexing structure generated by RPCL.

Keywords—Rival Penalized Competitive Learning (RPCL),
clustering, image database, indexing methods.

I. INTRODUCTION

Montage is an image database developed for Hong Kong’s
textile, clothing, and fashion industry supporting content-
based retrieval, e.g., by color, texture, sketch, and shape [3].
The system’s search engine can be used in designing prod-
ucts, cataloging, image archiving, and image authentica-
tion applications. A Montage system catalog window with
a fashion database is shown in Figure 1.

One of the key issues in information retrieval of images
in Montage is the implementation of an efficient and ro-
bust indexing structure of the feature vectors. Without a
properly designed indexing structure, the retrieval of infor-
mation will be reduced to a linear exhaustive search. A
good indexing structure, on the other hand, will make the
information retrieval perceptually accurate and computa-
tionally efficient.

Problem Defined

Let DB = {L;}}{, be a set of image objects. Without
loss of generality, a feature extraction function f : I x g —
RY extracts from an image I, with a set of parameters
g = {61,02,---,6,,}, a real-valued d-dimensional vector.
Hence, we may view the extracted feature vector as a point
in a d-dimensional vector space. Furthermore, we may use
a random variable X to denote the feature vector extracted
from the image set DB and &;,7 = 1,2,.--, N to denote
the instance of the feature vector extracted from DB.

The set of feature vectors extracted from image data
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objects forms a sparse multidimensional feature space. It
is natural to assume that there exists an underlying dis-
tribution of these feature vectors. More often than not,
the underlying distribution of these feature vectors will
not be uniform. This implies that with a suitable cluster-
ing scheme, the feature space can be partitioned naturally.
With this partition, an indexing structure can be generated
to make nearest-neighbor feature retrieval efficient.

A query to retrieve images with similar features in the
image database is often given as & which means to re-
trieve the set {Z | 0 < D(&, %) < €} where ¢ is a tolerance
bound for similarity match and D(:,-) is a distance func-
tion satisfying (1) D(Z,9) > 0, (2) D(&,9) = D, ©), (3)
D(#,9) = 0 if § = £, and (4) D(,7) < D(Z,7) + D(7 2).
In our case, we use the Lo-norm distance measurement de-
fined as La(Z,§) = |- 71| = /oy (2 — 1:)2. A nearest-
neighbor search in the image database is a traversal of the
indexing structure to a node which contains a cluster of
similar feature vectors that satisfy the aforementioned cri-
teria.

For nearest-neighbor retrieval, it is natural to group fea-
ture vectors together that are generally retrieved together
in response to the requested query. This leads to cluster-
ing, a partitioning process producing mutually exclusive
regions in the feature space in a way that is meaningful in
the application domain context, of feature vectors which
are extracted from images.

The problem is then to find an efficient way to generate a
suitable clustering of the feature vectors so that an indexing
structure can be produced for accessing data objects based
on feature similarity.

Previous Work

There are many ways to produce clusters suitable for in-
dexing in databases, e.g., R-tree [2], Quadtree [5], general
hierarchical clustering methods, and VP-tree [7]. However,
none of these methods is suitable for all situations. All
seem to fail in the case when a requested nearest-neighbor
query falls near the partition boundary since a similar fea-
ture vector near the query vector may be clustered in an-
other partition. Although the R-tree, and VP-tree methods
are adequate in many situations, they produce poor results
since these methods partition the feature space without
paying attention to the input distribution. On the other
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hand, although hierarchical clustering methods are more
accurate, they are often computationally intensive result-
ing in impractical use for a large set of feature vectors.

In the next section, we outline the solution based on the
RPCL method we have implemented to solve the feature
space indexing problem. Experimental results are given in
Section 3. We will then conclude with some discussion in
the last section.

II. PROPOSED SOLUTION

There are two main goals in our proposed solution: (1)
find a quick way to partition the input feature set into par-
titions and (2) impose an indexing structure over these par-
titions so that the nearest-neighbor information retrieval
can be made effectively.

Rival Penalized Competitive Learning (RPCL) cluster-
ing [6] can be regarded as a kind of unsupervised extension
of Kohonen’s supervised learning vector quantization algo-
rithm LVQ2 [4]. RPCL is a stochastic clustering algorithm
that is able to perform adaptive clustering efficiently and
quickly leading to an approximation of clusters that are
statistically adequate.

The proposed solution is to use RPCL to find hierarchi-
cal clusters such that the indexing structure can be created
based on a natural partition of the feature vector distri-
bution. Although this may not result in a balanced tree
structure, this indexing structure will be able to answer
nearest-neighbor queries more effectively.

The main advantages of RPCL are: (1) the heuristic
is computationally efficient and (2) RPCL can be imple-
mented in a distributed environment achieving even greater
speed-up in generating indexing structure of feature vec-
tors.

A. Rival Penalized Competz'tz've Learning Algorithm

Assuming there are k cluster centers, the basic idea be-
hind RPCL is that in each iteration, the cluster center for
the winner’s unit is accentuated where as the weight for the
second winner, or the rival, is attenuated. The remaining
k — 2 centers are unaffected. The winner is defined as the
cluster center that is closest to the randomly selected fea-
ture vector. In our application, we use the special version
of the RPCL clustering algorithm when k& = 2. In other
words, we only have a winner and a rival (second winner).

Let k, £, and ¢, to denote the number of clusters, cluster
center points for the winner and rival clusters respectively.

Step 0: Imitialization Randomly pick ¢; and & as the
initial cluster centers.

Step 1: Winner-Take-All Rule Randomly take a fea-
ture vector & from the feature sample set X, and fori =1
and 2, we let

1, if i-= w such that

Ywll& = Culf? = min; & - &]I?,
if ¢ = r such that

¥ ||Z = &|f* = min; v;]1# - 12,
0, otherwise

_1’

U —

(1)

where w is the winner index, r is the second winner (rival)
index, t = 1,2,.-.,9; = nj/Zle n; and n; is the cumu-
lative number of the occurrences of u; = 1. This term is
added to ensure that every cluster center will eventually
become the winner somehow. It is called the Frequency
Sensitive Competitive Learning (FSCL) [1] as an algorithm
that reduces the winning rate of the frequent winners.

Step 2: Updating Cluster Centers Update the cluster
center vector ¢; by

aw(i:'—-é}), ifu,-:l,
A=< —a(F—¢), fu=~1, (2)
a, otherwise.

where 0 < ay,, @, < 1 are the learning rates for the winner
and rival unit, respectively.

Step 1 and 2 are iterated until one of the following cri-
terion is satisfied: (1) the iteration converges, (2) oy, — €
for a time decaying learning rate of «,, with a pre-specified
threshold of ¢, or (3) the number of iterations reaches a
pre-specified value. In practice «. and «, often depend on
time with a.(t) 3> a,(t). One useful function is

oelt) = ot ("‘—f)_ ©

Qe

where af and of are the initial and the final learning rate
and t,,4; 18 the maximum iteration step taken.

B. Generating Top-Down RPCL Indexing Structure

After the RPCL clustering is finished, the next step is
to build an indexing tree with n sets of subtrees. Given
a bipariite graph G = (V, E), an indexing tree has the
following properties: (1) there is one specially designated
node called the root of the tree and (2) the remaining nodes
(excluding the root) are partitioned into m > 0 disjoint sets
G1,---,Gm, and each of these sets in turn is a tree. The
trees Gy, - - -, Gy, are called the subtrees of the root. Each
subtree in the binary indexing structure will be a cluster
partition. For example, at the root level, all feature vectors
are in one cluster and at depth i would have 2 subtrees
{or clusters).

There are two ways of performing the top-down RPCL
clustering. The first is to use the full feature space each
time to cluster. The other method is a hierarchical ap-
proach which will cluster the next level of feature vectors
based on the subset of data points partitioned in the pre-
vious level. In this report we used the full feature space
approach to cluster the whole feature space into 2¢ parti-
tions for every i stage.

After clustering the feature space into 2¢,i = 1,2,---
partitions, we may map the feature vectors in the feature
space into the indexing tree structure using the inverted
file technique. At the top level, a query % is compared to
the two cluster centers, ¢ and é. The data objects in the
cluster with the minimum L, measurement will be selected
for the search to proceed. This traversal of the indexing
structure will terminate when the number of elements in
the node (cluster) reaches the desired goal.
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I1I. EXPERIMENTAL RESULTS

We tested the RPCL clustering algorithm in generating
the indexing structure with 6,400 2-dimensional synthetic
generated feature vectors. Let g = (pq,p2, -, tn) and
& = (01,02, -+, 0n), the mixture of n Gaussian distribu-
tions is defined as N (i, 5%) with the generating function
defined as g(z) = 1/(0v27)exp[—[(z — u)?/207?]], —00 <
z < oo. For simplicity, we use a constant ¢ for all Gaus-
sian mixtures, i.e., & = 0.1. :

Given the set of a priori clusters, C = {c}} and the
calculated RPCL cluster, ¢ = {c¢'}*, The performance
measures of RPCL is defined as follows:

Number of target images retrieved

Recall = -
Number of target images
ci N
= > @
cieCaciec !
.. Number of target images retrieved
Precision =

Number of image retrieved

Z cn cg-
- e

c;EéAc;EC” 7

()

where #c; denotes the number of elements in the cluster
¢;.

Using an Ultra Sparc I, we conducted 100 trials with
the same 2-dimensional feature vectors but with different
initial of RPCL cluster centers in order to find the average
performance of Recall and Precision of Egs. (4)-(5). The
results are summarized in Tables I and II.

Integration into the Montage Image Database

Figure 2 shows the color sketch-pad query window and its
results of fabric images currently available in Montage. In
addition to the R-tree indexing in Montage, we are imple-
menting RPCL indexing into the Montage system frame-
work. The feature extraction function produces a feature
vector which is composed of the primary indexed color of
mutually exclusive partitioned image lattice. Our prelimi-
nary experiments showed similar recall and precision per-
formance results as those found in the synthetic experi-
ment.

IV. DISCUSSION

We found a problem when the number of RPCL clusters
is greater than the actual number of Gaussian clusters in

TABLE I
REecCALL TABLE.

Mizture RPCL Clusters

Groups 4 8 16 32 64
2 0.503 0.264 0.122 0.181 0.108
4 0.991 0.582 0.275 0.201 0.185
8 0.977 0.988 0.508 0.334 0.325
16 0.947 0.903 0.836 0.597 0.457

the input feature distribution. In this case, multiple RPCL
centers can be bunched together spatially. This leads to an
incorrect assessment of clusters. However, in practice the
number of natural clusters in the input distribution is quite
large so this problem only occurs in rare situations.

Rival Penalized Competitive Learning clustering is a
stochastic heuristic clustering method which provides good
approximation of cluster centers and is computationally ef-
ficient in generating indexing structure for nearest-neighbor
information retrieval. Qur experimental results have shown
RPCL’s recall and precision performance using synthetic
feature vectors. We are now integrating RPCL into the
Montage system for content-based retrieval of nearest-
neighbor query.
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TABLE 11
PRECISION TABLE.

Mizture RPCL Clusters

Groups 4 8 16 32 64
2 0.621 1.000 0.991 1.000 1.000
4 0.722 1.000 1.000 0.999 0.986
8 0.509 0.828 0.694 0.890 0.836
16 0.207 0.418 0.522 0.592 0.783
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Fig. 1. The Montage image catalog system window (http://ww¥.cse.cuhk.edu.hk/~viplab).

|

|

|

B
4
K,
<
]
R
<]
<

Fig. 2. A screen-shot of the color sketch-pad window with its query result of fabric images.

240



