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Abstract

E�cient and accurate information retrieval is one of the main issues in image databases.

Since traditional alphanumeric indexing methods are not particularly suitable for image

database indexing, new indexing methods are designed specially for image retrieval. In this

paper, we are going to discuss four partitioning methods: VP-tree, k-means, Competitive

Learning (CL), and Rival Penalized Competitive Learning (RPCL) for image database index-

ing. Our aim is to evaluate and compare the performances of these methods for information
retrieval in image database based on the performance measurements: Recall, Precision, and

Speed. From the result of some performance experiments, it is concluded that RPCL followed

by CL are the most appropriate to be used for image retrieval among these four methods.

1 Introduction

E�cient and accurate information retrieval is a key issue in image databases. Since image

databases use image contents such as color, texture, sketch, and shape for retrieval, the tradi-

tional alphanumeric indexing methods are not particularly suitable. So, new indexing methods

are developed for fast and accurate information retrieval in image databases. In this paper, we

will discuss some partitioning methods for image database indexing.

In an image database, we often perform nearest neighbor search to retrieve images with similar

contents or features to the query. A nearest neighbor search in an image database is a traversal

algorithm of an indexing structure to �nd the node which contains a set of feature vectors closest

to the query vector under a distance function. Since the feature vectors form a sparse multidi-

mensional feature space, it is natural to assume that there exists an underlying distribution of

these vectors. Usually, the distribution is not uniform. As a result, we may group feature vectors

together that are generally retrieved as a whole in response to a request query. This leads to

clustering of features vectors.

Clustering is a mutually exclusive partitioning process of the feature space of feature vectors in

a meaningful way for the application domain context. With the clusters, we may perform nearest

neighbor search e�ciently.

There are many partitioning methods which generate suitable clustering of the feature vectors.

Based on the generated clusters, an indexing structure can be produced for accessing database

objects with similar features. In this paper, we are going to discuss the performances of four

partitioning methods: VP-tree [6], k-means [3, 1], Competitive Learning (CL) [4, 2], and Rival

Penalized Competitive Learning (RPCL) [5]. Our aim is to compare and evaluate these methods

to be used for information retrieval in image databases based on the Recall, Precision performances,

and their speeds for producing clusters for indexing.

In Section 2, we will describe these four partitioning methods briey and show how to build

indexing structures from generated clusters. Then, we will present some performance experiments



on these methods for information retrieval in image databases in Section 3. Some discussions on

their performances will be given in Section 4.

2 Four Partitioning Methods for Image Database Indexing

We use the four partitioning methods to produce clusters for image database indexing. Here is a

brief description of these methods.

� VP-tree : The VP-tree method partitions the feature vector space based on the distances

between the feature vectors and a selected vantage point. According to the median of these

distances, the whole feature space are divided into two sets: near vector set and far vector

set. The process will continue in both sets individually.

� k-means : The k-means method groups the feature vectors into k clusters. First, take k

feature vectors randomly for the centers of k clusters. Then, assign each of the remaining

vectors to the cluster with nearest centroid. After each assignment, recompute the center

of that gaining cluster. After all the vectors have been assigned, keep all the cluster centers

and make one more assignment pass. If any center changes, go to another pass, otherwise,

stop.

� CL : This is a neural network learning algorithm for partitioning. Initially, there is a set of

neurons with some randomly distributed synaptic weights. For each of the feature vectors,

the neurons compete among themselves and only one of them will win the competition. The

learning rule will then move the synaptic weight vector of the winning neuron toward the

feature vector. After all the feature vectors are processed, the synaptic weight vectors of the

neurons will be the cluster centers of the feature vectors.

� RPCL : RPCL is a variant of CL. Instead of moving only the winning neuron, RPCL moves

also the �rst runner-up neuron away from each of the input feature vector.

After generating all the clusters, we may build an indexing tree based on them. Given a

bipartite graph G = (V;E), an indexing tree has the following properties: (1) there is a root node

which is the only node at the top of the tree, and (2) the remaining nodes are partitioned into n

disjoint sets G1; : : : ; Gn. Each of the trees G1; : : : ; Gn is a tree itself and is a subtree of the root.

When n = 2, the indexing tree is a binary indexing tree. Each subtree in the binary tree will be

a cluster partition.

There are two approaches to perform top-down partitioning: (1) hierarchical approach and

(2) non-hierarchical approach. The �rst approach partitions the feature vectors which are in the

subset partitioned in the previous level. The second approach considers the whole feature space

each time to partition instead. For the above four methods, VP-tree uses the hierarchical approach

whereas the other methods use the non-hierarchical approach.

After the partitioning, there exists a mapping function that maps the generated clusters to

a binary indexing structure. For example, all the feature vectors are in one cluster at the root

level and there are 2i subtrees (clusters) at depth i. At the top level, a nearest neighbor query x̂

is compared to the centers of the clusters in the immediate lower level. The cluster with center

closest to the query point x̂ is selected. The elements in the selected cluster will be the result of

the query if they satisfy the criteria of the nearest neighbor search. Otherwise, the search will

proceed to the lower levels.

3 Performance Experiments

We used some experiments to evaluate the performances of the four partitioning methods for

information retrieval in image databases. The experiments were conducted on an Ultra Sparc

1 machine running V4.2c. We tested the methods in producing indexing structures using 2560



3-dimensional synthetic feature vectors. 3D vectors are used because some of image features are

3-dimensional, e.g., RGB color. Let � = (�1; �2; : : : ; �n) and � = (�1; �2; : : : ; �n), we generated

the input distribution of the feature vectors from the mixture of n Gaussian distributions N (�; �2)

with the generating function de�ned as g(x) = 1=(�
p
2�) exp[�[(x � �)2=2�2]], �1 < x < 1.

In our experiments, we simply used a constant 0.1 for � and let n = 2; 4; 8; 16, and 32. For each

input distribution, di�erent number of clusters are generated for the input feature vectors.

We used two performance measures : Recall and Precision in the experiments. Given the set

of a priori clusters, C = fcgn
1
and the set of calculated clusters by the partitioning methods,

C 0 = fc0gm
1
, the performance measurements Recall and Precision are de�ned as :

Recall =
X

ci2C^c
0

j
2C0

ci \ c0
j

#ci
=

Number of target images retrieved

Number of target images
(1)

Precision =
X

ci2C^c
0

j
2C0

ci \ c0
j

#c0
j

=
Number of target images retrieved

Number of images retrieved
(2)

where #ci denotes the number of elements in the cluster ci.

Mixture Generated Clusters (VP-tree, k-means, CL, RPCL)

Groups 4 8 16 32

2 0.50, 0.67, 0.54, 0.54 0.25, 0.58, 0.26, 0.25 0.13, 0.52, 0.19, 0.13 0.06, 0.51, 0.17, 0.11

4 0.95, 0.96, 0.95, 0.96 0.48, 0.65, 0.48, 0.49 0.24, 0.45, 0.22, 0.25 0.12, 0.20, 0.16, 0.13

8 0.80, 0.96, 0.81, 0.90 0.49, 0.84, 0.80, 0.80 0.29, 0.61, 0.51, 0.41 0.16, 0.34, 0.30, 0.23

16 0.59, 0.78, 0.78, 0.78 0.50, 0.85, 0.71, 0.81 0.36, 0.71, 0.58, 0.61 0.20, 0.37, 0.42, 0.37

32 0.78, 0.77, 0.79, 0.81 0.58, 0.79, 0.65, 0.73 0.44, 0.55, 0.50, 0.58 0.30, 0.45, 0.38, 0.38

Table 1: Recall Table.

Mixture Generated Clusters (VP-tree, k-means, CL, RPCL)

Groups 4 8 16 32

2 1.00, 1.00, 1.00, 1.00 1.00, 1.00, 0.99, 1.00 1.00, 1.00, 1.00, 1.00 1.00, 1.00, 1.00, 1.00

4 0.38, 0.58, 0.57, 0.60 0.56, 0.60, 0.65, 0.63 0.66, 0.59, 0.68, 0.73 0.75, 0.74, 0.74, 0.78

8 0.20, 0.24, 0.23, 0.23 0.26, 0.35, 0.36, 0.38 0.44, 0.44, 0.49, 0.53 0.60, 0.56, 0.55, 0.62

16 0.11, 0.12, 0.12, 0.12 0.16, 0.21, 0.18, 0.20 0.21, 0.30, 0.22, 0.28 0.32, 0.41, 0.27, 0.35

32 0.05, 0.06, 0.06, 0.06 0.08, 0.10, 0.08, 0.09 0.11, 0.13, 0.11, 0.12 0.16, 0.16, 0.15, 0.17

Table 2: Precision Table

Based on the same set of feature vectors, we conducted 20 trails with di�erent initial starting

points of the centers of the to-be generated clusters for all the four methods except VP-tree. We

ran 1 trail instead for VP-tree since it always gives the same result for the same set of feature

vectors. We then calculated the average performances of the four methods using equations 3 and

4. Tables 1 and 2 show the results for the average Recall and Precision measurements. Moreover,

we also kept the time used for partitioning. Since this time is independent to the input distribution

of the feature vector space, we shows only the time used to generate clusters for the 2560 feature

vectors with 8 Gaussian mixtures in Figure 1.

4 Discussion

Table 3 summaries the performances of the four methods. Here is a brief discussion.

� K-means gives the best average Recall and Precision performances among the four methods

but it is slowest. It is because k-means often recompute the centers of the clusters in the

partitioning process. It will give better partitioning result but it is computationally slow.



� RPCL and CL give satisfactory results and they are faster than k-means since they use the

competitive learning technique to increase the speed of partitioning. Moreover, it is obvious

that RPCL is faster than CL because RPCL is an improved version of CL.

� When the number of Gaussian mixtures are greater than or equal to the number of generated

clusters, the Recall values of the VP-tree method are often lower than the others. It is due

to VP-tree cannot handle well for the case when a requested nearest neighbor query falls

near the partition boundary. Since VP-tree does not pay attention to the input distribution,

a similar feature vector near the query may be clustered in another partition.

� There is a problem for the k-means, CL, and RPCL methods when the number of generated

clusters is greater than the number of the Gaussian mixtures. We may �nd that the Recall

values are relatively low in this case. It is because multiple generated clusters can be bunched

together spatially. This leads to an incorrect assessment of clusters since only a few target

images can be retrieved. However, this problem rarely occurs because the number of natural

clusters in the input distribution is quite large in practice.

In conclusion, we have discussed four partitioning methods for image database indexing. Our

performance experiments have shown that RPCL gives the best overall performance followed by CL

for information retrieval in image databases among these methods. If better Recall and Precision

performance is wanted and there is plenty of time, k-means is a good choice.
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Figure 1: Time used to generate clusters for Table 3: Comparison of the performances of the four

2560 feature vectors with 8 Gaussian mixtures. methods.
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