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Abstract| Many multimedia applications require the synthesis of facial expressions. We

demonstrate the synthesis of di�erent degrees of various 2D grayscale facial expressions

using the Radial Basis Function (RBF) neural network. The RBF network is used to

generate spatial displacement of a set of facial feature points as in multidimensional density

interpolation. We have implemented two RBF networks for synthesizing facial expressions.

One network generates the spatial displacement of facial feature points for di�erent degrees

of expressions and the other generates the spatial displacement of facial feature points of

mixed facial expressions. The predicted facial landmark displacement information is then

fed into our image warping algorithm along with the expressionless facial image to produce

the �nal synthesized facial image. We discuss the method used and demonstrate the results.

1 Introduction

Facial expressions play an important role in non-verbal communications. Furthermore, we use facial
gestures to convey our mood and express our feeling. Moreover, to make an intelligent, friendly, and
e�ective machine-human interface we need to synthesize facial expressions for a variety of applications,
e.g., graphics, animation, security, teleconference, and facial data compression.

Suppose we are given a 2D grayscale expressionless face image of a person, how can we synthesize di�erent
expressions of that person? One of the ways to synthesize facial expressions is to �nd the \approximate"
displacement of prominent facial feature points. This problem is similar to non-parametric multivariate
density estimation since we do not know the underlying multidimensional facial landmark displacement
function. Moreover, we often cannot obtain accurate facial landmark displacement information due to
inherently inaccurate input data. This is because: (1) it is hard to generate a set of standardized
expressions, e.g., each person may \smile" di�erently, (2) it is hard to produce accurately the precise
degree of a particular expression, e.g., how to generate a \20% smile"?, and (3) it is di�cult to mix
various facial expressions, e.g., how to gesture a \happy and sad" face?

Current approaches in synthesizing facial expressions include texture mapping approach to 3D facial
image synthesis [11] and the use of 3D model of facial muscles and tissues [4]. These methods proves to
be tedious in determining the actual parameter values for synthesizing and animating facial expressions.
An alternative approach has been investigated by Nur Arad et al. [9], which demonstrated the use of
Radial Basis Function (RBF) in interpolating the anchor points for 2D image warping, which can be
applied to synthesize facial expressions. However, it does not provide a mechanism to determine the
appropriate destination of the anchor points for each particular facial expression.

We have obtained a set of prominent facial landmarks which have greater potentials in revealing changes
in displaying a particular facial expression. The spatial displacement of these landmarks for the facial
expressions is used to generate control points in the image warping procedure for synthesizing various
facial expressions.

We construct the RBF neural network that maps the relationship between necessary patterns of move-
ments of these landmarks and the six universal facial expressions described in [3]. The distinctive di�er-
ence between this method and that of [9] is that, we use the RBF in the network description for �nding
the necessary changes of the landmarks, rather than in interpolating the anchor points in image warping.

The next section will brie
y introduce the facial expression recognition process which is crucial in under-
standing the facial expression synthesis process. We will then formulate the RBF network in Section 3.
Lastly, we will demonstrate our results and end with some discussions.

2 Reverse of Facial Expression Recognition

Before we deal with the synthesis of facial expressions, we brie
y summarize the process of facial expression
recognition since each process is the inverse of the other.
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2.1 Facial Expression Recognition

In [7], Kobuyashi & Hara presented a method of classifying the six universal facial expressions using
neural network. A set of 30 facial landmarks located near the eye-brows, eyes and the mouth are de�ned
as the Facial Characteristic Points(FCPs) as shown in Figure 1(a). These points are extracted semi-
automatically from a 2D grayscale expressionless face image as shown in Figure 2(a)-(c). These FCPs are
selected since they have the largest variance among facial expressions; hence, they are the best candidate
in revealing the changes in facial expressions.

The basic idea is to �nd out the spatial di�erences between the FCPs of the normal face and that of
the expressive face. Thus, the di�erences of those 30 pairs of position information will constitute the 60
inputs to the two-layered neural network as shown in Figure 1(b). The number of output layer unit is
six, the position of which corresponds to each of the six emotion labels in the order HAPPY, SAD, ANGRY,
FEAR, SURPRISED and DISGUSTED.

Since each 2D grayscale input face image is di�erent, we must perform several pre-processing steps. To
compensate for the di�erences in the size, orientation and position of the faces in the image as well as
the size of the face components, we have to transform the coordinates of the FCPs so that they are
comparable across the set of individual faces. Therefore, the absolute coordinates of the FCPs have to
undergo the following four transformations:

Translation - It is employed to translate the origin of coordinate system to the nose top of the individual
as the absolute pixel coordinates of the FCPs are obtained relative to the lower left corner of the image.
A quantity called base is introduced, which should not be varied for each of the facial expressions,

base =
p
(xb2 � xb1)2 + (yb2 � yb1)2

where (xb1; yb1) and (xb2; yb2) are the pixel position of inner corners of left eye and right eye respec-
tively. The mid-point, (x0; y0), between (xb1; yb1) and (xb2; yb2) is also calculated using the mid-point
formula, x0 = (xb1 + xb2)=2 and y0 = (yb1 + yb2)=2. The origin of the new coordinate system
(originx; originy) is calculated as (x0 � base � sin �; y0 � base � cos �).

Rotation - It is employed to correct the inclination of the face so that the coordinates are expressed
with respect to the vertical axis of the face in the new coordinate system. The inclination of the face
with respect to the horizontal line, �, is de�ned as

tan�1
(yb2 � yb1)

(xb2 � xb1)
:

Normalization - It is introduced to compensate the distance e�ect between the client's face and the
camera. The landmarks of the normal and expressive face after rotation are divided by the value base.
These normalized values of the expressive face are subtracted from those of the normal one.

Standardization - As those subtracted values are indeed the absolute displacements of the FCPs from
their normal position, thus these magnitudes are subject to individual variations. Standardization is
needed to �nd out the relative displacement of the landmarks from their normal position. From the
normal face, we determine the standard values as follows: openness of eyes: ((yn7 � yn5) + (yn8 �
yn6))=2, width of eyes: ((xn1�xn3)+(xn4�xn2))=2 height of eyebrows: ((yn19�yn1)+(yn20�yn2))=2
openness of mouth: (yn26 � yn25) width of mouth: (xn24 � xn23) where (xni; yni) is the i-th FCP of
the normal face after normalization.

After the above pre-processing steps are performed, the �ltered data is ready for both facial expression
classi�cation and synthesis.

3 Synthesis as a Reverse Process

The recognition of facial expressions is a classi�cation process. The reverse of it is a multidimensional
interpolation problem.

3.1 The Radial Basis Function Network

The basic principle of synthesizing facial expressions is to �nd out the necessary relative spatial displace-
ment of the FCPs for each facial expression. This is similar to a nonparametric multidimensional density
estimation problem. The RBF network is ideal for interpolation since it uses a radial basis function, e.g.,
Gaussian function, for smoothing out and predict missing and inaccurate inputs.

Given a set of n-dimensional training data, (~xi; ~di); ~xi 2 Rn; ~di 2 Rn
0

for i = 1; � � � ;m, �nd a function

F : Rn 7! Rn
0

which satis�es the interpolation conditions

Fk(~xi) = dik; i = 1; � � � ;m; k = 1; � � � ; n0 with n0 < m: (1)

We would consider interpolating functions of the form

Fk(~x) =

mX
j=1

wjk g(k ~x� ~�j k); ~x 2 Rn; k = 1; � � � ; n0



where k � k denotes the usual Euclidean norm on Rn and ~�j 2 Rn
0

; j = 1; 2; � � �;m denotes the centers of
the radial-basis functions which are given as the known data points.

Often, the g(�) is the normalized Gaussian activation function de�ned as

g(~x) =
exp[�(~x� ~�j)

2=2�2
j
]P

k
exp[�(~x� ~�k)2=2�

2

k
]

where x is the input vector, � is a set of weights and � is the width of the RBF.

Hence, the determination of the nonlinear map F (~x) has been reduced to the problem of solving the
following set of linear equations for the coe�cients wj,0
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0
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A ; k = 1; 2; :::; n0

where Aij = g(k~xi � ~�jk); i; j = 1; 2; � � �;m.

The basic architecture of our two-layered RBF network is shown in Figure 1(b).The input layer units of
the neural network is 60 since we have 30 pairs of FCP position information, and the number of output
layer unit is six, the position of which corresponds to each of the six universal facial expressions in the
order HAPPY, SAD, ANGRY, FEAR, SURPRISED, and DISGUSTED. The training phase of the RBF network
constitutes the optimization of a �tting procedure on known spatial displacement data points of various
facial expressions presented to the network in the form of input-output examples.

The x in the Gaussian function corresponds to the facial expression label for the neural network while
the output of the network is a vector of movements of FCPs. The � corresponds to the spread constants
set in the training setup. The only real design decision for RBF network is to �nd a good value of �,
which determines the generalization ability of the RBFs. The variable � should be large enough to allow
the overlapping of the input regions of radial basis functions. This makes the network function smoother
and results in better generalization for new input vectors occurring between input vectors. However, �
should not be so large that each neuron responds in essentially the same manner, i.e., any information
presented to the network becomes lost. Our � is picked manually by trial and error, within maximum
and minimum of distances of input vectors. After training, 2 sets of weights, ~� and w, are obtained. This
is used to produce the spatial displacement of facial landmark points.

The generalization phase is then the interpolation between the data points along the constrained surface
generated during the training phase. Here the generalization will allow the user to specify various degrees
of a facial expression.

We now will perform post-processing on the facial feature displacement data to synthesize facial expres-
sions.

3.2 Mapping the Output to the Image

As the output from the RBF network is a vector that consists of relative displacements of FCPs for a
facial expression, the displacement vectors have to be de-standardized, de-normalized and transformed
back according to the FCPs of the normal face.

Let the output vector be in the form (x1; :::; x30; y1; :::; y30) where (xi; yi) denotes the displacement of the
i-th FCP. To perform de-standardization, the elements of the output vector should be multiplied by their
corresponding standard value: y1 to y16 are multiplied by (openness of eyes), x1 to x16 are multiplied by
(width of eyes), y17 to y22 are multiplied by (height of eyebrows), x17 to x22 are multiplied by (height of
eyebrows), y23 to y30 are multiplied by (openness of mouth), and x23 to x30 are multiplied by (width of
mouth).

To de-standardize, the elements of the output vector are multiplied by their corresponding standard
values as de�ned in [7] and then added to the normalized values of the FCPs of the normal face image:

xi := xi + normal xi; yi := yi + normal yi

These values are then de-normalized by the base value:

rotxi := xi � base; rotyi := yi � base

and then rotated and translated back:

xi := rotxi � cos � � rotyi � sin �; yi := rotxi � sin � + rotyi � cos �

xbi := xi + originx; ybi := yi + originy

(xbi; ybi) is then the new position of the i-th FCP on the normal face image.

To generate an expressive face image from the normal face image, we used 2D image warping [5]. Both
of the FCPs of the normal face and that of the expressive face are connected to form triangular patches
as shown on Figure 1(c). Image warping is then performed by scan-converting each triangle.



4 Training by Radial Basis Network and Results

Now the remaining problem is how we obtain the displacements of the FCPs corresponding to a certain
emotion. We have made use of Radial Basis Network (RBN) to carry out two sets of training: (1)
training with di�erent degrees of six universal facial expressions; (2) training with a set of six universal
facial expressions.

4.1 Experimental Results

We have carried out 2 sets of training using the Neural Network Toolbox of Matlab running on Sun
Sparc20 and C programs on SGI INDY machines. A set of 128� 128 grayscale images are used in our
experiment. We set � = 0:5 and 1 for RBN1 and RBN2 respectively. The total time for facial feature
extraction, pre-processing, neural network calculation, and image warping takes less than 15 seconds.

4.1.1 Training with Di�erent Degrees of Six Universal Facial Expressions

Facial expressions can have di�erent strengths, e.g, the degree of happiness ranges from smile to grin to
laugh. Therefore, we used �ve images with di�erent degrees for each of the six universal facial expressions,
thus a total of 30 images are used as the training set. For each expression, we manually arrange the
images in the order of decreasing strength and assign to each of them the value 1.0, 0.9, 0.8, 0.7 and
0.6 accordingly. Thus the input vector would be in the form (0.6,0,0,0,0,0) for the weakest degree of
happiness among the �ve images.

After training, the network is able to generate the six universal facial expressions, plus di�erent degrees
of variation for each facial expression (RBN1). Figure 3(a)-(f) illustrate how the neural network is able
to capture the features of the facial expressions: for happy face, the upward movement of mouth corners
is captured; for sad face, the inner eyebrows raise and mouth corners go down; for surprise the whole
eyebrows raise and the mouth widely open, etc. Figure 4(a)-(e) display �ve degrees of happy faces
generated. We �nd that this process is certainly not a linear one.

4.1.2 Training with a Set of Six Universal Facial Expressions

We �nd that the above network is unable to generate mixed expressions, i.e., if we specify the input as
a mix of some degrees of sadness and happiness, the network cannot generate the output as a mixed ex-
pression. Hence, we trained another RBF network with a set of six universal expressions which we denote
as RBN2. When mixed inputs such as (1:0; 1:0; 0;0;0; 0) are applied, the output shows a dependence on
the mixed input, resulting in a mixed expression. However, this network is unable to generate di�erent
degree for each expression. Figure 5(a)-(e) show the results obtained from this network.

4.2 Discussions

Although the experimental results are encouraging, we brie
y outline the shortcoming of this facial
synthesis method using the RBF network.

1. Hard to obtain accurate FCPs for training. { From our experimental results, one main problem
we faced is that we were unable to unify the two RBF network into one network capable in generating
both mixed expressions and di�erent degrees of each expression. This is due to the highly inaccurate
and hard-to-obtain training information.

2. The basic parameters are hand-tuned. { We have mentioned that the input vectors of RBN1
consist of arbitrarily assigned values that represent the degree of emotion. These distinct data points
are required for di�erent degrees of variation for each expression. Therefore there is a need to adjust
the inputs for the training to be successful. This is a highly subjective judgement; hence, an adaptive
one would be better.

3. Cannot generate arti�cial features. { Apart from the movements and shapes of the facial compo-
nents, wrinkles such as naso-labial folds or crow's-feet wrinkles on the face contribute signi�cantly to
facial expressions. However, our system only uses normal face images where the face is free from any
wrinkle, and simple warping technique is employed. Special technique such as texture mapping should
be adopted to add such wrinkles to the �nal image.

4. Additional FCPs are needed. { Also, more FCPs need to be added near the eyebrows and mouth
region to obtain smooth, detailed, and better warped images.

5 Conclusion

We have built a system for synthesizing mixture and various degrees of facial expressions. Radial Basis
Function networks are used to map the emotion labels to the displacements of the set of FCPs. Depending
on the positions of the sample data points, the RBF approach constructs a nonlinear function space
according to an arbitrary distance measure. Thus an interpolating surface which exactly passes through
all the pairs of the training set can be produced so that when data points not in the training set are
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Figure 1: (a) The 30 facial characteristic points, (b) the neural network for facial expression classi�cation
and synthesis, and (c) the FCPs are connected to form patches for image warping.

presented to the RBF network, the mapping can also be interpolated. Since facial expressions have
di�erent degrees and are often mixed with one another, the use of RBF network for high dimensional
interpolation makes the synthesis of facial expressions possible.
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(a) (b) (c)

Figure 2: (a) The NORMAL face, (b) the FCPs are extracted semi-automatically from the expressionless
face by �rst marking the facial feature area in white rectangles, and (c) a window view of the system.

(a) (b) (c) (d) (e) (f)

Figure 3: The six universal facial expressions generated by RBN1: (a) NORMAL, (b) HAPPY, (c) SAD, (d)
ANGRY, (e) FEAR, (f) SURPRISED and (g) DISGUSTED.

(a) (b) (c) (d) (e)

Figure 4: Various degrees of the \HAPPY" expression increasing from left to right.

(a) (b) (c) (d) (e)

Figure 5: A mixture of various expressions: (a) FEAR-SURPRISED, (b) HAPPY-SAD, (c) HAPPY-SURPRISED,
(d) SAD-ANGRY, and (e) SAD-DISGUSTED.


