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Abstract

We present a novel face feature extraction approach us-
ing localized Principal Component Analysis (PCA) learn-
ing in face recognition tasks. The localized PCA approach
produces a set of fine-tuned feature specific masks from a
constrained subset of the input distribution. This method
is a guided-learning based on a set of pre-defined feature
points over a short training sequence. The result is the set of
eigenfeatures specifically tailored for face recognition. The
procedure and result of our feature extraction approach and
face recognition are illustrated and discussed.

1 Introduction

Face recognition is a specialized image processing task.
The recognition typically is performed in two steps: (1) fea-
ture extraction and (2) classification or matching based on
the features extracted. One of the main goals of the feature
extraction procedure is to seek a reduced representation of
the source data that best describe each face. What is the best
representation used often depends on the input distribution,
in our case of face images, where each is
an matrix with . For natural images which in-
clude face images, there is much redundancy which leaves
room for reduction in the representation [1, 3].

Several feature extraction approaches for face recogni-
tion are: model based, e.g., deformable templates [14, 15],
wavelet based [2, 6, 7], unsupervised PCA based [8, 12, 11,
5], and the global PCA approach [4].

We propose a method based on a guided localized PCA
approach that generates a set of eigenfeatures useful for rep-
resenting faces. Section 2 will give a short background re-
view of word done by other researchers. We will present the
localized PCA approach in Section 3. We demonstrate the

result from experimenting with the localized PCA methods
in Section 4 and summarize in Section 5.

2 Previous Work

On face recognition, [13, 12] used the eigenface ap-
proach by finding the Principal Components (PC) of the
training data. Once the linear PCA procedure is performed
and the result is obtained, the system projects each train-
ing face unto the face space spanned by the eigenvectors,

found from the covariance matrix. This is achieved
through the vectorization of by stacking each column
vector of on top of each other serially to form a vector

.
This results in a representation of each face, as

where and is
the number of principal components one selects to represent
the face images. The matching of a new image is then
performed by finding the image, , such that
is the minimum.

To summarize, what is kept for the representation of each
face is then the PCA learned code-book, i.e., the eigencom-
ponents and the associated .

O’Toole [10, 9] demonstrated an autoassociative mem-
ory based on the linear PCA to store and retrieve faces.
The autoassociative memory matrix, , is defined as

such that . Here the face images are
stored in s. Since is a symmetrical matrix, it can
be decomposed by spectral analysis as
where is the th eigenvalue, and is the th eigen-
vector. The recall then can be written as

.
However, these procedures, taking the whole face image

into account, are sensitive to changes in face size, location,
illumination, and background. In particular, the size and lo-
cation of each face image must remain similar in order for
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the method to work properly. Furthermore, large illumina-
tion variation skews the PCA learning procedure which may
leads to erroneous results. Lastly, using the whole image for
training is indiscriminate respect to its recognition objective
since the image also includes non-essential background in-
formation other than the face information. Hence, a more
precise and localized method is preferred.

3 Localized PCA for Feature Extraction

The localized PCA learning approach further confines
the input samples by only training on image patches around
salient points on the face image. Whereas [13, 10] used
a linear PCA learning to obtain a complete representation
of the full image including the background, this approach
focuses on specific feature points and their neighboring re-
gion. In other words, the localized PCA replaces the eigen-
faces by eigenfeatures for better details.

This localized version of PCA typically renders smaller
reconstruction error since it pays special attention to the lo-
cal structures of the face instead of focusing on the overall
face image.

One may localize on different modality of the input de-
pending on the domain of application. For example, the
sample training set may include facial salient features, e.g.,
mouth, eye, nose, etc. Or it can be subdivided further to
a specific gender’s spatial features for better classification
during recognition.

The localized PCA learning is a form of directed and
guided training. During the training phase, one is assumed
to know a priori the set of facial salient points, , and
only feeds to the network the surrounding image patch for
learning. In reality, this type of learning forms a specific
feature detector according to the localized subset of input
distribution. In other words, if we know ahead that we want
to have as face features such as the eyes, nose, and mouth
then the learning statistics is constrained by the statistical
distribution of these areas to produce principal components
for these feature points.

Furthermore, the convergence of this localized approach
is much quicker than the global approach [4] since this is
a one pass learning procedure, i.e., the trial number is the
same as the input training set.

3.1 Procedure for Localized PCA Learning

Input: Given of training face images and
of feature points. There are

a total of feature points. If there are PCA
masks used then the whole face database can be rep-
resented by values.

Step 1: Find out about the average matrix.

Figure 1. Some sample input training images
(top row) and their corresponding test images
(bottom row).

(a) Select a patch from centered upon
where is a array with .

(b) Find over all sample im-
ages.

Step 2: Calculate the covariance matrix using all local
image patches.

(a) Calculate .

Step 3: Find the eigenvectors and the associated eigenvalues
from the covariance matrix to obtain eigencom-
ponents as

where is the eigenvalue and is its associated
eigenvector.

The first three principal components calculated from the
localized PCA method is shown in Fig. 2 to Fig. 5. Here,

which corresponds to the center-of-the-left-eye,
center-of-the-right-eye, tip-of-the-nose, and center-of-the-
mouth feature points. Notice that the first principal com-
ponent found (subplot (a)) of each figure looks extremely
similar to the ideal features we desire. Subsequent eigen-
vectors are found to be some variations on the same theme.
These filters serve to extract other useful information from
the neighborhood of the feature point.

4 Experiment and Results

The face image database contains a total of 226 face im-
ages of 113 individuals. Each person has two images, one
for the training procedure and one for the testing procedure.
The image database contains monochrome face images of
both males and females and from different ethnic groups.
All images in the database are with 256 gray
levels. A sample of few face images are shown in Fig. 1.
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(a) (b) (c)

Figure 2. Lefteye masks 32 32 obtained from
PCA learning with only lefteye images.

(a) (b) (c)

Figure 3. Righteye masks 32 32 obtained
from PCA learning with only righteye images.

Initially, no particular care was given to control the illumi-
nation and placement of the face in the image although the
width of the head is at least and no larger than of
the full image. The face is roughly located near the center of
the image array. A summary of parameters and their values
is listed in Table 1.

4.1 Image Pre-processing

From our experiments, we found that image pre-
processing of the training samples is a very crucial step in
removing unwanted bias which exists in the input distribu-
tion. Therefore, a simple normalization step will make the
system to obtain more useful PCA learned masks and also
to make the system more robust. We used a simple dynamic
range normalization step to ensure that the input distribu-
tion is not biased by a few input samples that have large
intensity variations in their dynamic range.

A linear normalization of the dynamic range is calcu-
lated as, where is an arbitrary
matrix with the final elements of ,
and are the minimum and maximum value of the

matrix respectively.

From an information-theoretic point of view, the individ-
ual face image’s entropy is not changed for each of the im-
age but the global entropy for the whole input distribution
over the whole training set is modified by the normalization
procedure.

The justification of this step is biologically motivated
since the iris acts like an illumination normalization mech-
anism by automatically adjusting the contrast (dynamic)
level of the input sensory information. Hence, this normal-
ization is plausible and should be performed.

4.2 Matching Results

We use a simple matching strategies in our study to
demonstrate the feature extraction from PCA learning.
More elaborate matching schemes will yield better results,
but it is not the main objective of this paper.

In the localized PCA method, after convolving the origi-
nal image with the localized PCA masks, we obtain the co-
efficients for center-of-the-left-eye, center-of-the-right-eye,
tip-of-the-nose, and center-of-the-mouth points. The result
is summarized in Table 2. The table presents the ranking
of the match, i.e., a perfect match of a new face to a model
face of the same person would be 1, the worst would be 113
in our case. This is obtained by sorting the error values cal-
culated from the matching and finding the correct position
in the sorted list for the target image. The second column
gives the frequency of the rank in a particular interval. The
third column gives the percentage of the frequency in that
ranking interval to the total number of test images. The last
column presents the accumulated percentage from the pre-
vious column. This column tells us that, for example, the
percentage of rank in the 1-9 range is 53.98% while the ac-
cumulated percentage for 1-19 is 73.45%.

(a) (b) (c)

Figure 4. Nose masks 32 32 obtained from
PCA learning with only nose images.
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(a) (b) (c)

Figure 5. Mouth masks 32 32 obtained from
PCA learning with only nose images.

5 Discussion

The performance of the matching can be improved by in-
creasing the feature set, or by increasing the number of
PCA learned masks used. Furthermore, since the computa-
tional resource required is relatively little after the learning
is done this can be a very quick way to get an approximated
result to see whether a finer matching is required.

Although we have chosen the batch algorithm to imple-
ment our PCA learning, an on-line version of the PCA algo-
rithm based on iterative method can also be used to achieve
the same result. The iterative algorithm can be used when
the face images are not known a priori. The advantage to
use an on-line PCA algorithm is that a precise knowledge of
the input set is not required making the system extensible to
new face images. On the other hand, previous learned coef-
ficients will need periodic updating since the PCA learned
masks are changing with each update. Hence, a proper pro-
cedure and schedule to re-calculate the representation of
previously generated face images still can be troublesome.

Lastly, these approaches can be adopted to other domain
specific object recognition task quite easily without much
modifications. This is because the system “learns” what is
important and what is not from the training sample. There-
fore, this method is potentially very useful as a generalized
vision framework.

6 Conclusion

We have demonstrated a localized PCA method for ex-
tracting features for matching face images. This method
is a guided-learning based on a set of pre-defined feature
points over a short training sequence. The result is the
eigenfeatures specifically tailored for extracting facial fea-
tures. From the result, we have shown that the localized
PCA method used is quite efficient in extracting represen-
tational features from face images for matching. These ex-

Table 1. A summary of parameters and their
associated values.

Parameters Value
113

5
10

matrix
128
32

tracted coefficients can be used in an initial matching stage
to obtain a plausible subset of possible targets for a more
detailed matching.
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