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Abstract. In this paper we apply Biased Minimax Probability Machine
(BMPM) to address the problem of relevance feedback in Content-based
Image Retrieval (CBIR). In our proposed methodology we treat rele-
vance feedback task in CBIR as an imbalanced learning task which is
more reasonable than traditional methods since the negative instances
largely outnumber the positive instances. Furthermore we incorporate
active learning in order to improve the framework performance, i.e., try
to reduce the number of iterations used to achieve the optimal boundary
between relevant and irrelevant images. Different from previous works,
this model builds up a biased classifier and achieves the optimal boundary
using fewer iterations. Experiments are performed to evaluate the effi-
ciency of our method, and promising experimental results are obtained.

1 Introduction

Content-based Image Retrieval (CBIR) has attracted a lot of research interests in
the past decade [9]. For Content-based Image Retrieval, i.e., searching in image
database based on their content, the focus was on Query By Example (QBE).
A representative CBIR system contains four major parts: image representation,
high-dimensional image indexing, similarity measurement between images and
system design [12]. At the early stage of CBIR research, scientists focused on the
feature extraction for the best representation of the content of images. However
these features are often low-level features. Therefore two semantically similar
objects may locate far from each other in the feature space, while two absolutely
different images may lie close to each other [12]. This is known as the problem of
semantic gap between low-level features and high-level concepts and the subjec-
tivity of human perception [2]. Although many features have been investigated
for some CBIR systems, and some of them demonstrated good performance, the
problem has been the major encumbrance to more successful CBIR systems.
Relevance feedback has been shown to be a powerful tool to address the prob-
lem of the semantic gap and the subjectivity of human perception problems
in CBIR [2]. Widely used in text retrieval, relevance feedback was first intro-
duced by Rui et al. [8] as an iterative tool in CBIR. Since then it becomes a
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major research topic in this area. Recently, researchers proposed a number of
classification techniques to attack relevance feedback tasks, in which SVM-based
techniques are considered as the most promising and effective techniques [2]. The
major SVM technique treats the relevance feedback problem as a strict binary
classification problem. However, these methods do not consider the imbalanced
dataset problem, which means the number of irrelevant images are significantly
larger than the relevant images. This imbalanced dataset problem would lead
the positive data (relevant images) be overwhelmed by the negative data (irrel-
evant images). Furthermore, how to reduce the number of iterations in order to
achieve the optimal boundary in this learning task is also a critical problem for
image retrieval from large datasets.

In this paper, we propose a relevance feedback technique to incorporate both
Biased Minimax Probability Machine and Active Learning to attack these two
problems, which can better model the relevance feedback problem and reduce
the number of iterations in the learning interaction.

The rest of the paper is organized as follows. In Section II, we review some
previous work on relevance feedback. In Section IIT we first provide an introduc-
tion for Active Learning and Biased Minimax Probability Machine (BMPM),
then we formulate the relevance feedback technique employing BMPM and Ac-
tive Learning. Furthermore we show the advantages compared with conventional
techniques. Experiments, performance evaluations are given in Section IV. Fi-
nally, Section V concludes our work and shows some directions for future work.

2 Related Work

In text retrieval, relevance feedback was used early on and had proven to improve
results significantly. The adoption of relevance feedback in CBIR is more recent,
and it has evolved to incorporate various machine learning techniques into ap-
plications recently. In [7], Decision Tree was employed to model the relevance
feedback task. In [I], Bayesian learning was conducted to attack the problem of
relevance feedback. Apart from these, many other conventional machine learn-
ing methods were also proposed, e.g., Self-organizing Map [5], Artificial Neural
Network [9], etc. Furthermore, many state-of-the-art classification algorithms
were suggested to model and solve the relevance feedback problem, e.g., Nearest
Neighborhood classifier [9] and Support Vector Machine (SVM) [11], etc. Among
these techniques, SVM-based techniques are the most effective techniques to ad-
dress the relevance feedback task in CBIR.

However, conventional relevance feedback techniques by SVMs or other learn-
ing models are based on strict binary classification tasks. In other words, they do
not consider the imbalanced dataset problem in relevance feedback. Moreover,
these techniques always consume a number of iterations to obtain an optimal
boundary which is not suitable for image retrieval from large datasets. In order
to address this imbalance classification task and make relevance feedback more
efficient, we propose the Biased Minimax Probability Machine Active Learning
to construct the relevance feedback technique in CBIR.



BMPM Active Learning for Relevance Feedback in CBIR 955

3 Relevance Feedback by Active Learning Using BMPM

In this section, we introduce the concepts of Active Learning and Biased Minimax
Probability Machine. We then present and formulate our proposed Biased MPM
methodology with Active Learning, applying to relevance feedback.

3.1 Active Learning

In supervised learning, often the most time-consuming and costly process in de-
signing classifiers is object labelling when we face large scale learning tasks. In-
stead of randomly picking instances to be manually labelled for training dataset,
active learning is a novel mechanism for selecting unlabelled objects based on the
result of past labelled objects. Under this framework, the learner could construct
a classifier as quickly as possible while active learning method just provides fewer
optimal data.

Based on the different criterion for optimal data, there are three main types of
active learning method: “Most Information”, “Minimizing the Expected Error”
and “Farthest First” active learning methodologies. In each iteration of learn-
ing, the examples with highest classification uncertainty is chosen for manual
labelling [I2]. Then the classification model is retrained with additional labelled
example. The key issue in active learning for relevance feedback is how to measure
the information associated with an unlabelled images. In [6], various of distinct
classifier models were first generated. Then, the classification uncertainty of a
test image is measured by the amount of disagreement among the test images.
Another batch of methodologies measure the information associated with a test
example by how far the example is away from the classification boundary. One
of the most promising approaches within this group is the SVM active learning
developed by Tong and Chang [11].

Let O;, i = 1,2,..., N be the objects in the database, and x,y be the two
classes we want to perform classification. For each object O;, we define proba-
bility P;. to be the probability that this object belongs to a particular class x
or y. Furthermore we define P, =1 if the object O; has been labelled to class x,
and P;,=0 if it has been classified to class y. P, is defined likewise. If the object
has not been labelled, P; is estimated by its nearest neighborhood. In order to
derive the expected information gain when we label a certain object, we define
an uncertainty measurement as follows:

G; = &(P,,, Pyy), i=1,2,...,N (1)

where G; is the information measurement and &(-) is a function on the class
probabilities of object O;. Moreover, we use the entropy formulation to define
the information measurement as
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3.2 Biased Minimax Probability Machine

We assume two random vectors x and y represent two classes of data with mean
and covariance matrices as {z, Yz} and {y, X'y}, respectively in a two-category
classification task, where x,y, z,y € R", and Xz, Yy € R™*"™. We also use x and
y to represent the corresponding class of the x data and the y data respectively

With given reliable {x, Xz}, {y, Yy} for two classes of data, we try to find a
hyperplane a’z = b (a # 0,z € R, b € R, here the superscript T denotes the
transpose) with a’'z > b being considered as class x and a’z < b being judged
as class y to separate the important class of data x with a maximal probability
while keeping the accuracy of less important class of data y acceptable. We
formulate this objective as follows:

max o
a,B,b,a£0
s.t. inf Pr{aTx > b} > a,
X~ (X, 5x) (3)
inf Pr{aTy <b} >,
/6 Z /607

where « represents the lower bound of the accuracy for the classification, or the
worst-case accuracy of future data points x; likewise 3. The parameter §j is a
pre-specified positive constant, which represents an acceptable accuracy level for
the less important class y.

The above formulation is derived from MPM, which requires the probabilities
of correct classification for both classes to be an equal value a. Through this
formulation, the BMPM model can handle the biased classification in a direct
way. This model provides a different treatment on different classes, i.e., the
hyperplane alz = b, given by the solution of this optimization problem will
favor the classification of the important class x over the less important class y.

Given the reliable mean and covariance matrices, the derived decision hyper-
plane is directly associated with two real accuracy indicators of classification of
the future data, i.e., a and 3, for each class. Furthermore with no assumption
on the data distribution, the derived hyperplane seems to be more general and
valid than generative classifiers.

3.3 Proposed Framework

Here we describe how to formulate the relevance feedback algorithm by employ-
ing the BMPM technique and Active Learning. Applying BMPM-based tech-
niques in relevance feedback is similar to the classification task. However, the
relevance feedback needs to construct an iterative function to produce the re-
trieval results. The following is our proposed methodology for image retrieval
tasks in CBIR:

! The reader may refer to [3] for a more detailed and complete description.
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Strategy 1. BM P M tive loop summary

1: Randomly pick no images from the pool and check their labels

2: Learn a BMPM on the current images whose labels are known

3: Select m images from the dataset based on the criterion of Eq. 2 with the highest
value

4: Loop till local optimal boundary achieved or get to maximum number of iterations

After the iterations of relevance feedback have been performed, BM P M ctive
returns the Top — k most relevant images and learn a final BMPM based on the
label known images.

Strategy 2. BM PMtive final output
1: Learn a final BMPM from the labeled images

2: This decision line maybe the a local optimal one for the whole image dataset.
3: The final BMPM boundary separates relevant images from irrelevant ones.

When we train and engage BMPM in the classification task, the choice of
parameters is very direct, for example a typical settings could be ny=10, m=10,
and k=50. Users can also set them empirically by experience.

4 Performance Evaluation

In this section, we will show some experimental results and we compare the
performance of two different algorithms for relevance feedback: SVMs and our
proposed BM P M tive. Both of them are based on Radial Basis Function Kernel.
The experiments are evaluated on two real world image datasets: a two-category
and a ten-category image dataset. These image datasets were collected from
COREL Image CDs. All our works are done on a 3.2GHz machine with Intel
Pentium 4 processor and having 1Gb RAM.

4.1 Experiment Setup

COREL Image Datasets. The real-world images are chosen from the COREL
image CDs. We organize the datasets which contain various images with different
semantic meanings, such as bird, pyramid, model, autumn, dog and glacier, etc.

(A) Two-Bird set. The 180 images in this dataset belong to two groups - bird
which contains 80 images, and pyramid which consists of 100 images. And we
assume the category of bird is relevant class.

(B) Ten-Dog set. The 480 images in this dataset fall into ten categories - dog,
autumn, bird, pyramid, Berlin, model, church, wave, tiger, Kenya. In this set we
assign the class of dog to be the user wanted group and it contains 80 images while
the other categories have 100 images each belonging to the irrelevant classes.
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Fig. 1. Example Images from COREL Image Database

Image Representation. For the real-world image retrieval, the image repre-
sentation is an important step for evaluating the relevance feedback algorithms.
We extract three different features to represent the images: color, shape and
texture.

The color feature employed is the color histograms since it is closer to human
natural perception and widely used in image retrieval. We quantized the number
of pixels into 10 bins for each color channel (H, S, and V) respectively. Thus we
could get a 30-dimensional color histogram.

We use edge direction histogram as shape feature to represent an image [4].
We first calculate the edge images by Canny edge detector and obtain the edge
direction histogram by quantize it into 15 bins of 20 degrees. Therefore a 15-
dimensional edge direction histogram is generated as the edge feature.

Texture is an important cue for image feature extraction. We apply the
wavelet-based texture in our experiments [?]. Gabor Wavelet Decomposition is
first performed and we compute the features for each Gabor filter output after-
wards. Following this approach we use a 16-dimensional vector to describe the
texture information for each image.

4.2 Experimental Results

In the following, we present the experimental results by this algorithm on real-
world images. The metric of evaluation is Recall vs. Precision for each query,
and the Average Precision which is defined as the average ratio of the number
of relevant images of the returned images over the total number of the returned
images.

The System performances are defined as precision Pre and recall Rec during
the retrieval progress as,

Pre= "
4 (4)
Rec = }.

where A is the number of images returned, r is the number of relevant images
retrieved, and R is the total number of relevant images in the pool. In general,
recall increases as more images are retrieved while precision decreases.

Since we define ng=10, m=10, and k=50 in the experiments, two positive
examples and eight negative examples are randomly picked from the dataset for
the first iteration, then SVMs and BM P M ,t;ve are applied with the same start
point. For the iterations afterward, both methods select 10 image based on their
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Fig. 2. Experimental results over COREL Images Dataset

own strategies. For SVM-based method in our evaluation we select images closest
to the boundary from the dataset. In the iterative procedure, the precision and
recall are recorded, and the maximum loop used to obtain the average precision
is set to be 10 iterations for both methods.

Fig. 2 shows the evaluation results on the Two-Bird dataset and Ten-Dog
dataset. From the results on the image sets, we can see that our proposed frame-
work outperforms the other approach.

The following table shows the retrieval results after certain number of itera-
tions by these two methods. We could get a more detailed comparison between
these two methods. Here k could be 10, 20, 50, and 100 respectively since we
define 10 returns for every iteration. In the right sub-table we notice that when
BMPM return most of the relevant images from the pool within 7 iterations
while for SVMs it takes more than 10 iterations. From this point we could say
BMPM achieves the optimal decision line much earlier than SVMs.

Table 1. Number of relevant images in Top-k Returns

Two-Bird No. of Iterations Ten-Dog No. of Iterations
Dataset 1 2 5 7 10 Dataset 1 2 5 7 10
BMPM 2 8 31 47 70 BMPM 2 5 23 38 65

SVM 2 7 26 42 63 SVM 2 4 16 28 48

5 Conclusion

In this paper, we address the problem of biased classification needed by the
relevance feedback in CBIR and present a novel learning tool, Biased Mini-
max Probability Machine Active Learning, to treat this problem more precisely.
In contrast to the traditional methods, the BMPM provides a more elegant
way to handle biased classification tasks. We evaluate the performance of the
BMPM based on the COREL image dataset and obtain promising retrieval
results.
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