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Abstract

Social influence is an important driver of consumption behavior, but its effect on

firm competition and pricing is understudied. While social influence may create an

incentive for firms to reduce initial prices to attract a larger customer base, it can also

result in firms charging higher prices in the future because of a social differentia-

tion effect. This paper investigates whether and how social influence affects product

choices and firm competition, drawing on a novel dataset that consists of large scale

de-identified mobile call records from a city in China. I first identify social influence

using a new identification strategy that exploits the partially overlapping network of

friends and residential neighbors and the intertemporal variation in friend circles. I

find that the purchasing probability for a phone model doubles with 10 percent more

friends using the same model. Consumers are more likely to conform to wealthier

friends and choose visually distinct features, suggesting that status-seeking moti-

vation may be an important driver of social influence. I then evaluate how social

influence affects firm competition by building and estimating a structural model that

incorporates social influence in consumer demand. I find that social influence favors

high-quality products while reducing low-quality products’ market share. In addi-

tion, a small price drop of a product would lead to larger gains through quantity

expansion by peers. Social influence, on average, reduces initial prices by 0.7 percent

and increases subsequent prices by 0.05 percent. It also increases the total profits of

new products by 3.4 percent and increases consumer surplus by about 1.7 percent.
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1 Introduction

Social influence is an important driver of decision making and seamlessly shapes our
preferences (Arnold, 2017; Ovide, 2020). The rapid growth of internet technologies and
social media platforms have revolutionized our daily interactions and made social in-
fluence ubiquitous in areas of human life, including buying consumer goods and ser-
vices, buying houses, purchasing financial assets, etc.(Bailey et al., 2018a; Lancieri and
Sakowski, 2020). Peers’ choices can not only be actively shared on platforms such as
Pinterest and Instagram,1 but also be passively disclosed through their digital footprints
recorded by platforms such as Facebook and Twitter.2 Therefore, recent innovations
in mobile communication and social media have enhanced the potential role of social
influence in consumption decision more than ever.

Social influence not only affects consumer behavior, it could also change firm compe-
tition in product markets. The impact of firms’ responses to social influence on competi-
tion is not clear a priori. If firms respond to social influence by lowering prices to invest
in their consumer base, this could enhance competition and benefit consumers. On the
other hand, more friends choosing a certain product could create social conformity and
add one additional horizontally differentiated feature to the product, thus softening the
competition. As the potential power of social influence grows, it is important to under-
stand the impact of social influence on the nature of competition and consumer welfare.

There is a rich literature on the importance of peer effects in consumption (Aral et al.,
2009; Bandiera and Rasul, 2006; Conley and Udry, 2010; Giorgi, 2018). However, it is still
a long-standing challenge to provide a causal analysis of the social influence and sep-
arate it from other confounding factors, particularly sorting on correlated tastes in the
empirical literature. In addition, on the supply side, there is a growing theoretical liter-
ature studying how firms may react to take advantage of social influence from uniform
pricing competition (Cabral, 2011; Economides et al., 2004) to personal pricing, based on
node centrality measures (Fainmesser and Galeotti, 2015; Leduc et al., 2017). However,
there is little empirical evidence on the impact of peers’ choices on market competition
and firm pricing. Specifically, does social influence differentially affect demand for high

1According to an Instagram consumer study in 2017, 72% of consumers report buying fashion and
beauty products based on Instagram posts. More details can be found here: https://www.retaildive.
com/news/study-instagram-influences-almost-75-of-user-purchase-decisions/503336/

2For example, the U.S. social media company Twitter recently added a feature that displays the source
where each tweet is sent from, where a user tweets from the web or a mobile phone. If a user sends a
tweeter on a phone, whether he uses Twitter’s iOS or Android apps, or a third-party service. The Chinese
version of twitter - Weibo – adopted a similar feature where the tweeting handset is displayed to the
followers.
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and low-quality products? Does it intensify or moderate market competition? In the
era of big data, new data sources available from the information and communications
technology (ICT) industry make it possible to better understand these questions.

In this paper, I first quantify social influence using a novel dataset that consists of
a large-scale mobile call data from a provincial city in China from November 2016 to
October 2017 to construct individuals’ network of friends and their phone choices. I
develop new identification strategies that exploit the partially overlapping network of
friends and residential neighbors and the intertemporal variation in friend circles. Next,
to assess how firms’ pricing behavior responds to social influence, I develop a new
structural model that embeds peer spillovers on demand and sheds light on how the
demand side spillovers affect supply side incentives. These types of spillovers have not
previously been considered in the empirical industrial organization literature. I estimate
the model combining the non-conventional micro-level call data with traditional market-
level sales data in the Chinese smartphone market. In counterfactual simulations, I
explore how social influence affects consumer tastes for quality as well as the pricing
behavior of firms.

The call data provide three important pieces of information. It tracks subscribers’
handset weekly, and I use this information to infer new phone purchases from changes
in the phones used. Among 2.3 million users, I identify around 20.3% individuals who
change from non-smartphones or older smartphones to newer smartphones, and these
individuals constitute the sample of the study.3 The data also provides an accurate set of
products that consumers are considering at the time of purchase. In addition, The data
give me all the mobile call detail records between the users and the call contacts, which
allows me to construct individuals’ set of real-world social contacts. I examine social
influence by looking at the impact of peers’ phone ownership on new buyers’ choice
probability. I measure peers’ influence on a new buyer as the fraction of his or her
social contacts using a particular phone three months prior to the phone change. Lastly,
besides the social space, the call data also allows me to track people spatially over time.
This provides individuals’ workplace and residential locations.

I begin with a reduced-form analysis that relates each individual’s phone choice to his
or her friends’ past phone choices. I find strong evidence of social influence in the smart-
phone market using micro-level call data. A 10 percent increase in the share of friends
using a given product doubles the average choice probability (1.6 percent) conditional
on purchasing, after controlling for sorting on correlated observables and unobserved

3The change rate is consistent with a national marketing survey conducted by Penguin Intelligence in
September 2017 as described in Section 2
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phone tastes. I exploit the partially overlapping structure of contacts and residential
neighbors to construct two instrumental variables for the share of friends – the choices
and average phone attributes of the residential neighbors of the peers – to partial out
the spurious correlation from correlated tastes. A rich set of controls helps to partial
out unobserved preferences towards different phones including individual characteris-
tics, the interaction of individual and phone characteristics (for example, older people
might prefer phones with larger screen sizes). I also add residential neighborhood by
brand fixed effects to capture heterogeneous demand due to income effects and product
by month fixed effects to capture seasonality and product-specific demand shocks. My
2SLS estimates are almost identical to the OLS results with extensive controls, which
confirms the strength of the controls and provides evidence that the result is not purely
driven by unobserved correlated tastes in demand for products.

The intertemporal variation in friend circles also allows me to conduct a falsification
test. I construct a similar measure of the lagged shares of peers’ choices based on new
buyers’ future friend network and compare the impact of current friends and future
friends. Under correlated tastes, both types of friends should matter since they should
share similar preferences with a given individual. I find that the coefficient on future
friends is insignificant and order-of-magnitude smaller than current friends, which con-
firm that the effect is purely driven by unobserved correlated tastes.

To better understand the underlying mechanism, I document considerable heteroge-
neous effects of social influence across peer groups and by product type. I find sugges-
tive evidence that social influence is motivated by status-seeking. Specifically, consumers
are more likely to be influenced by affluent friends in both relative and absolute level. In
terms of the attractiveness of product features, I find that people tend to conform more
to visible features (e.g. bigger screen and more color options) than hidden functions
(higher CPU speed and better screen resolution) conditional on prices and all other fea-
tures. For the intersection of friends and coworkers, new coworkers who are a possible
source of new information are not as influential as pre-existing coworkers. Moreover,
new coworkers’ impact is insignificantly different from zero, further providing evidence
that is inconsistent with the information sharing channel.

My reduced-form analysis points to the importance of social influence in smartphone
choices. To understand the impact of social influence on market competition and pricing
strategies, I set up and estimate a structural model of demand and supply. In the demand
model, I extend the specification in Berry et al. (2004) to include preferences for peers’
choices from earlier period as a separate attribute in the utility function. The model
allows me to recover a measure of the preference for peers as the utility gain due to
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complementary value between the individual and the peers, including conformity, based
on the suggestive evidence on status-seeking, and benefits of common application usage
on the same phone.

Social influence generates two effects in demand and would modify firm incentives.
On the one hand, a dynamic nature in demand occurs as a consequence of the social
influence – peers’ decisions connect demand today with demand tomorrow. I call it the
“social multiplier effect”. On the other hand, it adds to another dimension of product
differentiation, making people less price sensitive. I call it the “social differentiation
effect”. The results suggest that social influence plays a sizable role in demand. The
willingness to pay for a one percent increase in share of friends is equivalent to 9 dol-
lars (3.6 percent of the average price of 250 dollars). The other estimation results are
intuitive: on average consumers prefer smartphones with a larger screen, better camera
resolution, higher CPU speed, and lighter weight, ceteris paribus. The average price
elasticity among all products is about -2.9.

I assume a static demand system for the following reasons. First, after 2015 the
smartphone market has become stablized with a slight decline in new sales. Second,
89 percent people are mobile users and the penetration rate of smartphones among
consumers remain quite stable at around 50 percent since 2015.4 Third, low replacement
cost makes Chinese smartphone users replace their phones more frequently than global
users. People replace phones every 2 to 3 years (Lu, 2017). Mobile phones with high
configuration at low prices are springing up, providing Chinese mobile phone users
with more options, driving the user demand and shortening replacement cycle.5 So,
with relatively low switching cost, a static demand model captures well a mature market
where people frequently replace smartphones to serve their needs. I include month
dummies to capture seasonality and demand shocks.

On the supply side, I use a two-period pricing model to evaluate the peer impact on
firm dynamic pricing. I allow the marginal costs to change over time to capture changes
of the technology frontier. Then the counterfactual analysis isolates the role of social
influence on prices holding all other factors constant. In the model, firms choose the
optimal prices for each phone in each period to maximize the expected discount profits.
Pricing in the first period will take into account the potential social multiplier effect and

4Mobile phone internet user penetration in China 2015-2025, Published by Statista
Digital Market Outlook, July 17, 2020 https://www.statista.com/statistics/309015/
china-mobile-phone-internet-user-penetration/

5According to the China Mobile Consumer Survey 2018 released by global accounting and consulting
firm Deloitte, nearly 80 percent of Chinese users bought their current phones in 2017 compared to just 58

percent of global users.
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social differentiation effect through peers. Correspondingly, these two effects alter firm
incentives. Firms would have the investment incentive to reduce the initial prices and
then have the harvest incentive to increase prices later.

Based on the model estimates, I conduct counterfactual simulations to address the
research questions of whether social influence is the same for high-quality vs. low-
quality products and how it would change the prices. In the counterfactual scenario, I
set the social influence to be zero. To see the impact on demand for different qualities,
I re-estimate the demand (market share) for all the products, holding other factors such
as prices as fixed. The results show that without social influence, high-quality products
experience the biggest drop in market share. It suggests that social influence favors high-
quality products and pushes low-quality products to smaller shares. This is because
social influence magnifies the perceived quality difference. In the next counterfactual,
I re-optimize the prices in the first and second periods by simulating both the demand
and supply sides. On average, I find that social influence reduces the introductory prices
by 0.7 percent higher and increases the second-period prices by 0.05 percent. Overall,
it increases firm profits by 3.4 percent and increases consumer surplus by 1.7 percent.
These findings suggest that with a higher degree of spillover among consumers, firms
have a strong incentive to grab higher demand at the beginning and engage in fiercer
price competition.

The paper contributes to three strands of literature. The first strand focuses on the
literature on peer effects in consumption. From conspicuous consumption (Giorgi, 2018;
Veblen, 1899) to product adoption (Aral et al., 2009; Bandiera and Rasul, 2006; Conley
and Udry, 2010), social influence is one of the important themes in consumer choices.
While these papers make important connections between consumer demand and social
influence, few take the additional step to explore the role of social influence on the na-
ture of competition and social welfare. A closely related paper is Bailey et al. (2019),
which studies the social influence in phone adoption using Facebook data in the U.S.
cellphone market. They find that consumers who are younger and less-educated are
more influential to Facebook friends’ product choices in the U.S. market and thus quali-
tatively suggest that network effects would affect the nature of competition and enhance
consumer welfare without using phone price and attribute information. I complement
their study by looking at social influence in China, a fast-growing economy. In this
setting, the characteristics of influential consumers are quite different from those in the
U.S. market – middle-aged and affluent individuals are more influential. Moreover, this
paper is one of the first structural analyses that quantifies to what extent social influence
affects demand, market competition and firm pricing.

5



Second, this paper relates to literature on quality preference for products. Small-
wood and Conlisk (1979) shows that theoretically low-quality products could dominate
the market when consumers put too much weight on others’ consumption. Amaldoss
and Jain (2005a) shows that in conspicious goods market, if firms are asymmetric in
terms of quality, in the presence of “social effects” such as status-seeking, markets tend
to prefer high-quality products and vanish the market share of low-quality products.
However, theory predictions rely on model specification and parameter values. Under
different assumptions, different market outcomes would arise. This paper provides the
first empirical analysis that examines how demand for quality is affected by social influ-
ence.

Third, this paper explores the aggregate effects of peer spillovers on market com-
petition and firm pricing, which is in the spirit of network goods and network effects
literature in industrial organization. Seminal work by Katz and Shapiro (1985) and Far-
rell and Saloner (1986) suggest that global network externalities (e.g., from platforms)
would soften competition and grant market power to firms with large installation bases
when firms compete on quantities. Under oligopoly, local network externality (e.g., so-
cial influence) could change the degree of price competition (Cabral, 2011; Economides
et al., 2004) and lead to market segmentation (Banerji and Dutta, 2009). Recent advance-
ments in network literature have been limited to the theory side as well. A small but
growing theory literature shows that firms can price discriminate based on node cen-
trality (Chen et al., 2018; Leduc et al., 2017) or degree of susceptibility (Fainmesser and
Galeotti, 2015). However, model predictions depend on restictive assumptions of the
parameters. With detailed network data, this paper provides the first empirical analysis
of the impact of social influence on firm dynamic pricing.

Finally, the paper relates to a growing literature that uses mobile communication net-
works to study decision-making in economics. With geocoded social interaction data
from mobile phone trackers, scholars have explored topics including restaurant choices
(Athey et al., 2018), migration and human mobility (Barwick et al., 2019; Blumenstock,
2018; Blumenstock et al., 2015), and the housing market (Bailey et al., 2018b; Buchel
et al., 2019). Closely related papers study communication technology adoption and ac-
quisition, including studies on phone adoption in the last decade in developing countries
(Bjorkegren, 2018), carrier switching behavior (Hu et al., 2019), and contagion product
purchase in carriers (Ma et al., 2015). The current study complements findings for high-
tech products and shows the importance of utilizing new data sources from digitization
along with traditional data in understanding market outcomes.

This paper proceeds in eight sections. In Section 2, I give background on the industry
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and describe the data and sample. In Section 3, I provide the reduced-form analysis to
show the existence of social influence in consumer choices and explore heterogeneous
analysis for the mechanism of social influence. Section 4 outlines the demand model, the
two-period pricing model and Section 5 describes the estimation method and results. In
Section 6, I compute demand, prices, firm profits and consumer surplus in the counter-
factual scenario. Section 7 provides a few robustness checks. Section 8 concludes.

2 Industry background and Data

2.1 Overview

This paper studies the Chinese smartphone industry, an ideal setting to study phone
purchases for a few reasons. First of all, this industry has experienced rapid growth by
30 times in sales in the past decade as in Figure 3.6 After 2015, the market becomes
saturated with a slight decline in demand in new sales. Domestic brands and inter-
national brands engage in the fierce competition in pricing and advertising. Second,
China’s mobile phone market has become a red ocean with nearly-saturated segments.
Mobile phones with different combinations of features and low prices offer consumers
more options to purchase and low replacement cost, shortening the replacement cycle
(Deloitte, 2018). Third, unlike in the U.S., sales of smartphones are much less carrier-
dependent. Most phones are sold contract-free: 25 percent of sales are through a carrier
in the sample period, including stand-alone and bundle sales. However, the subscrip-
tion rate of phone bundles in the observed carrier is about 5 to 10 percent in the sample
period. The prepaid bills of Chinese users account for over 50 percent, and the rate of
contract phones have no advantage over prepaid bills in China (Deloitte, 2018). Such a
low fraction of contract phones simplify the firm’s pricing decision without considering
carriers as intermediaries. Lastly, smartphones have a relatively high penetration rate
in China. According to marketing research,7 in 2016, 45.4 percent population has ever
used smartphone once a month. On average, people use smartphones 78 minutes per
day in 2016 and 98 minutes per day in 2017. Smartphones become an important daily
communication necessity and influence social life at a substantial level.

6The shipment volume of smartphones is 16 million in 2009 and 473 million in 2017.
7EMarketer foxmedia.co.uk, retrieved from Statista.com
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2.2 Data

The data come from three main sources. The first two data sets come from one major
mobile communication service provider in a provincial city in China. It takes about 30 to
65 percent market share.8 The third piece is market-level data from a marketing research
data vendor. The rest are hand-collected data to supplement the main datasets.

Mobile Communication Data The first set of data comes from a major carrier in one
provincial city in China. It provides us micro-data about transitions between cellphone
devices, a dynamic call network, and phone usage.

- Mobile Device Weekly Tracker As a part of the technical process, the carrier gen-
erates phone device logs when a user accesses its service. I observe a weekly tracker
of mobile devices for 2.3 million users from November 2016 to October 2017. In each
week, it keeps track of a user’s most-frequently-used device. It provides a brand and
model name associated with each device, such as “Samsung A8” and “Huawei Mate
9”. Besides, it also tracks each user’s monthly plan subscription. Demographic informa-
tion including age, gender, and birth county is supplemented from the phone sim card
registration records.

- Call Detail Records For billing purposes, the mobile carrier records data for each
transaction, called Call Detailed Records (CDRs). It includes the universe of calls from
and to the carrier’s users from November 2016 to October 2017. For each call, it reports
an anonymous identifier of the sender and receiver, a timestamp and the call duration.
The call frequency and duration are aggregated to the pairwise weekly level. It provides
a unique social network based on calls. Moreover, instead of a snapshot of the network,
I observe the dynamics of the network, which is one of the key variations that I exploit
to achieve identification. Based on active phone use during daytime (9 am-6 pm) and
nighttime (10 pm-7 am), primary work and residential locations are identified.9

Quarterly Mobile Phone Tracker The second set of data is market-level data from IDC
Research which covers all smartphone sales in China between Q1 2009 and Q2 2019.10

I observe sales, the average national price (ASP)at the handset model by year-quarter

8A market share range is provided to keep the city and carrier anonymous.
9Services include voice calls, SMS, and data browsing. Working location is the most frequently used

location from 9 am to 6 pm in a given week; the residential location is the most frequently used location
from 10 pm to 7 am. Typical traffic and commuting hours are excluded to avoid misclassifying.

10https://www.idc.com
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level.11

Hand-collected Attributes I supplement the IDC data with hand-collected data from
two online electronics listing and rating websites: ZOL and GSMArena. For each model,
I obtain a comprehensive set of phone attributes ranges from display to performance,
including CPU clock speed, screen size, battery capacity, main camera resolution, 4G
connection, and weight, etc.

Hand-collected House Price To measure the socioeconomic status of consumers, I sup-
plement the micro-data with hand-collected house prices as a proxy for income levels
from one major real estate listing platform AnJuKe.com. I observe the monthly average
per square meter house price for all residential communities specified at the main street
addresses. By March 2018, it covers 64% and 21% of the blocks in urban and surround-
ing rural areas respectively.12 I geocode the communities and merge the prices to the
residential locations identified from the carrier with a radius of 1 kilometer, the aver-
age distance between two streets bordering a block. The average house price is about
13931.97 RMB (2184.05 USD) per square meter.

2.3 Sample

Sample Construction and Peer Group There are 3 million individuals who use valid
mobile devices (brand and model) to begin with. To avoid classifying multiple device
holders as new buyers, I drop individuals who hold multiple devices, for example, ‘A-
A-B-A-B-A’. This excludes about 11 percent users. Moreover, to exclude carrier-related
sales, I drop individuals who are on phone bundle plans. This brings the sample size
from 2.7 million to 2.68 million. Lastly, to make sure the phones are not used for tempo-
rary, I focus on individuals who have weekly records for at least 2 months. This leaves
2.3 million phone users. Sample selection details can be found in Table A8.

Relying on the weekly tracker of devices, I identify the newly-made choices during
the sample period through the change of devices. A phone change is identified if the
following criteria hold. First, an individual uses at least two devices in the sample
periods; Second, there is no re-occurrence of a previously held device; Third, the old

11ASP is the average end-user (street) price paid for a typically configured mobile phone. ASP includes
all freight, insurance, and other shipping and handling fees such as taxes (import/export) and tariffs
that are included in vendor or channel pricing. Point-of-sale taxes (e.g., VAT or sales tax) are generally
excluded. Additional subsidies offered by mobile operators are not factored into this price.

12I obtain 4302 residential communities from AnJuke.com. It matches 708 blocks out of 1406 in the city
with 592 out of 790 in the urban part.
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and the new device are held for at least one month, respectively. I identify 550,120

new buyers among 2.3 million users during the sample period. New buyers constitute
the sample of the study as I know their exact purchase decisions and an accurate set of
products they consider at the time of purchase. Figure A2 illustrates the top 100 frequent
replacement sequences of devices.

Call networks reflect the real social connections (Bjorkegren, 2018; Blumenstock, 2018).
To make call contacts a more reliable proxy for social contacts, I only include contacts
who have at least 6 calls per year as in Onnela et al. (2007) to filter accidental calls. To
further remove accidental calls, I remove calls less than 16 seconds (the 10th percentile of
the call distribution). Table A9 reports the process of the call contact selection. I end up
with 172 million pairs of unique call parties. The peer group of interest for new buyer
i at time t consists of all social contacts she makes calls to or receives calls from at in
the prior three months, i.e., from t− 3 to t− 1.13 I only focus on contacts within a fixed
window – three months – before the purchase to make peer groups comparable regard-
less of the purchase timing. Without a fixed window, the number of friends would grow
with the purchase time mechanically, which makes the peer groups incomparable.

Summary Statistics Table 1a reports the summary statistics for the sample and com-
pares the sample demographics and subscription fee with China Family Panel Studies
(CFPS) Dataset in 2014, a national representative survey that offers indicator for people
who ever used a cellphone or not. In the sample, the average age is 39.21 years old,
which is similar to the national representative. There are 35 percent female users in the
sample, which is lower than the national average 46 percent. In the sample, 61 percent
individuals living in urban area, which are quite comparable to the national representa-
tive ratio 64 percent. In the sample, the average monthly fee is about 67.79 RMB (10.13

USD), and a bit higher than 61.39 RMB (9.18 USD) in the CFPS. However, for users who
spend at least 30 RMB (4.54 USD) per month,14 the sample average fee is 75.65 RMB
(11.45 USD), similar to 72.84 RMB (11.02 USD) in CFPS. The sample age distribution is a
bit different from the national representative ratio because the sample focuses on people
with stable subscription and exclude students who are likely to be economic dependent.

Table 1b shows the summary statistics for new buyers and the rest in the sample. In
terms of gender ratio and age, there is no systematic difference between the two groups.
Among new buyers, 34% of them are female, and the average age is 39. 59 percent of
the individuals are in an urban area, which is slightly smaller than 61 percent among

13I use one-way contact as the baseline definition of a friend. An alternative definition of reciprocal
communications delivers robust results in Section 7.

14
30 RMB is the lowest fee for plans with data volumes.
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the rest of the sample. The average monthly fee is 69.25 RMB (10.48 USD) for the new
buyers, similar to 67.36 RMB (10.19 USD) for the rest. On average, one consumer has
64 friends in the peer group regardless of the mobile carrier. The last row compares the
fraction of same-carrier contacts between buyers and non-buyers. 44 percent of them
use the same mobile carrier as the buyers, similar to 43 percent, the fraction for non-
buyers. The similar same-carrier fraction suggests no systematic selection bias in terms
of peer coverage between buyers and non-buyers. Table A4 compares consumers with
higher fraction within-carrier friends and those with a lower fraction. There is no big
systematic difference between the two. Consumers with more same-carrier friends are
slightly more likely to be female and about 1 years old younger than those with fewer
same-carrier friends. There is no difference in terms of the spatial distribution between
urban and rural areas.

In addition to consumer demographics, I also examine the phone ownership by brand
and consumer phone changing behavior by operating systems to see the sample repre-
sentativeness. Table 2 reports the market shares by brand and the rate of phone change
in the sample to national representative surveys. The upper panel compares the market
share among new phone buyers in the sample to new sales in the IDC data in Q2 2017.
Huawei and OPPO possess 21.73 percent and 19.75 percent, similar to their national
shares of 21.54 percent and 18.42 percent. Vivo and Apple have 17.98 percent and 10.98

percent, which are slightly higher than the national shares of 14.74 percent and 7.33 per-
cent. For Xiaomi, the share in the sample of 10.82 percent is slightly smaller than its
national share of 13.03 percent. Although the shares are slightly different, the top-five
brands and their ranking order in the sample are the same as those in IDC data. More-
over, the phone change patterns are quite comparable with a large marketing survey on
smartphone usage and replacement behavior in China in 2017 conducted by Penguin
Intelligence Research. The overall phone change rate in 12 months is 20.3 percent in the
sample, with 19 percent for Android users and 21.26 percent for IOS users. It is similar
to 16 percent for Android users and 23.5 percent for IOS users in the marketing survey.

Product Given various variants for each model and similar models released in different
years, I group phone models based on the closeness of major characteristics, as described
in Appendix B.3. Extremely expensive and cheap models are excluded before grouping.
For example, I drop ultra-luxury phones targeted as high-end gifts such as Huawei Mate
9 Porsche Design, whose release price at 1317 USD (9000 RMB) (compared to the initial
release prices of iPhones at around 990 USD). I also drop phones cheaper than 67 USD
(450 RMB), such as phones from domestic brand Sugar, LaJiao, etc. I end up with 62
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models. Table 3 shows primary phone attributes for products available for markets,
including the price, phone age, camera resolution, screen size, screen resolution, CPU
clock speed, weight, battery capacity, and fingerprint. The phone age is the number of
quarters since released in Q3 2017. The phones range from newly released models with
age zero to old products with age 16 quarters. On average, the products are 5 quarters
away from release. The average price is about 250.89 USD. The main camera resolution
captures the functionality of phone cameras, and on average, it is 13.3 Megapixel. The
average phone screen size is 5.34 inches, and there is relatively small variation among
smartphones. The screen resolution has relatively more variation than its size, and the
average resolution is about 1.79 pixels. The larger the pixel it covers, the better resolution
it becomes. The CPU clock speed reflects the phone’s computing and operating speed
and the quality of the chipset. The average CPU speed is 1.8 GHz. On average, the
phone’s weight is 146.79 grams. Phones’ weight depends on the material of the body
and the screen. It is costly to make the screen thinner and reduce weight. The battery
capacity is one important functional measure of phones, and a larger capacity indicates
longer standing time. The average battery capacity is 3.2 Ah. Fingerprint function is
one of the innovations on the screen bio-touch technology. On average, 69 percent of the
models allow for fingerprint recognition.

Table 4 shows that the phone change in the sample reflects phone upgrading instead
of switch back to an older spare phone. It compares the features of the old handset and
the new handset for new buyers. About 20 percent of users upgrade from 2G or 3G
network compatible handsets to 4G compatible handsets. For key phone features, on
average, the new phones are all improved than the old phones.

3 Existence of social influence in Product Choice

I start with the reduced-form analysis to show the existence of social influence. Let
us denote individuals by i, peers of individual i by m(i), products by j and time by
t.15 I explore the existence of social influence on the product choices starting from the
following linear probability model:

yijt = βsm(i),j,t−3 + ZiXjγ1 + Ziγ2 + Zm(i),jγ3 + λR(i) f (j) + ηjt + εijt (1)

where product j is a smartphone model, month t = 1,...10. The dependent variable yijt

takes value one if individual i chooses product j at month t, zero otherwise. As described

15The data is organized at individual by alternative level as in Table A1.
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in Section 2.3, m(i) is the peer group of individual i. The main variable of interest,
sm(i),j,t−3, measures social influence. It is the share of social contacts that choose (use
or change to) alternative j prior to i’s choice among the total number of social contacts.
Because it is possible to have reverse causality if contemporaneous peer choices are used,
I focus on the impact of peers three months before the purchase. Consider, for example,
individual i purchases product j in month t and I use the share of his or her peers who
use product j at t − 3.16 The lagged structure also reflects that it takes time for social
influence to come into effect and for individuals to make purchase decision.

Xj is a vector of major product attributes including screen size, weight, battery capac-
ity, CPU clock speed and camera resolution. Zi is a vector of individual characteristics
including gender, age and dummy variable for residing in urban area. The interac-
tion terms of individual characteristics and primary phone attributes capture differen-
tial preference towards smartphone features. For example, female is interacted with
camera resolution as female would prefer phones with better selfie quality. Age is in-
teracted with screen size to account for older people may prefer larger screen. Zm(i),j

is a vector of the average demographics of friends using each alternative, capturing the
contextual exogenous effects from social contacts. These variables are ij specific. For
person i, product j, it includes the average female ratio, average age and urban ratio
among i’s social contacts using product j. To capture the income effect, I include the
residential neighborhood-by-brand fixed effects, λR(i) f (j), where R(i) is the residential
neighborhood of individual i and f (j) represents the smartphone firm (i.e., brand) of
j. In addition, to capture seasonality and product-specific shocks in demand, I include
product by month fixed effects, ηjt. εijt is an i.i.d error term. β is the parameter of
interest and captures social influence in consumer product choices. However, there are
challenges that could be contaminated its causal interpretation. I discuss the challenges
in detail in the following subsection.

3.1 Addressing Sorting on Correlated Tastes

A long-standing identification challenge with observational data is to differentiate social
influence from correlated tastes, which render individuals and their contacts’ to form
a friendship as well as to conduct similar behavior. For example, one chooses a phone
because his friends are using that particular phone. However, such correlation could
result from high-tech loving preference instead of social influence stemming from the
behavior. The key issue is to show that the correlation among consumers and their

16Robustness checks are available when using t− 1, t− 2 etc. as the end period in Section 7.
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peers’ decisions is not driven by sorting on both observed and unobserved correlated
preferences.

To deal with the challenge, I develop several strategies to address sorting on ob-
served and unobserved correlated tastes. On the one hand, I include two sets of controls
to deal with sorting on observed tastes. First, leverage the network structure, I am able
to separate social influence from contextual exogenous effects by directly including con-
trols of the average demographics of friends (Zm(i),j). Second, to account for differential
preference towards smartphone features, I include a full set of interactions of individual
characteristics and primary phone attributes. For example, age is interacted with a full
set of attributes to account for differential needs and enthusiasm towards technological
features among the young and the old. On the other hand, to address the unobserved
correlated tastes, several strategies are taken to mitigate the concern as below by exploit-
ing the intertemporal variation in contacts as well as the partially overlapping network
of contacts and residential neighbors.

First, I use a novel falsification test to show the existence of social influence by com-
paring the effect of two groups of contacts relative to one’s purchase timing: current
friends vs. future friends. The underlying assumption is that sorting or homophily is
about innate characteristics of consumers that are static at least during one year, while
the behavioral impacts of social influence is sequential. If the effect is driven by social
influence, I would expect to see the following sequence. In essence, one person makes
the purchase, then followed by communication with the other person, the other per-
son makes a similar purchase. However, if the effect is purely driven by homophily
or unobserved correlated tastes, then two persons could choose products independently,
regardless of the time sequence of choices or when they become friends. Then let us con-
sider the current friends and future friends for each consumer as illustrated in Figure
1. By the time of the phone change, the blue dots on the left-hand side are friends one
already knows before his phone acquisition i.e., ‘current friends,’ while the orange dots
on the right-hand side are friends he makes afterward, i.e., ‘future friends.’ The current
friends’ choices correlate with the buyers’ choices could be due to social influence or
sorting. However, the future friends’ choice would be correlated with the buyer’s choice
only because they share similar tastes i.e., sorting.

To the extent that the unobserved correlated tastes are static in the sample period,
I expect to see current contacts have a similar impact as future friends if the effect in
model 1 is driven by sorting. That is, the difference between the impacts of the current
contacts and future contacts suggests the existence of social influence. To put into the
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(a) Current Friends - Peer Group (b) Future Friends

Figure 1: Falsification Test Illustration

Notes: Figure 1 shows conceptual idea for the falsification test to separate social influence from sorting
on unobserved tastes. Blue dots on the left-hand side are old friends known prior to the phone change,
i.e. current friends; Orange dots on the right-hand side are new friends one makes after the phone
change, i.e. future friends.

formal presentation, in model 2, I test the difference between β1 and β2.17

yijt = β1sm(i)j,t−3 + β2sm′(i)j,t−3 + ZiXjγ1 + Ziγ2 + Zm(i),jγ3 + λR(i) f (j) + ηjt + εijt (2)

where m(i) denotes the current friends and m′(i) denotes the future friends.
To check the assumption that unobserved correlated tastes are about innate charac-

teristics and time-invariant, I show there is no systematic change in the composition
of contacts over time. The idea is that if there is a sudden change in the unobserved
tastes, I expect to see changes in the social network, and the composition of the contacts.
Table A5a and A5b show that there is no systematic differences in observed characteris-
tics of contacts made before and after the change. Thus, no difference in the observed
pre-determined characteristics of current and future friends implies no changes in the
unobserved tastes.

Second, I construct individual taste controls from choices of same-old-brand users
and future friends. A natural way to partial out unobserved time-invariant tastes for
smartphones is to include individual fixed effects (Iyengar et al., 2011; Nair et al., 2010).

17Falsification tests are also conducted when control for current and future friend characteristics. The
results barely change.
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Although the data does not allow to include such individual fixed effects, I construct in-
dividual taste controls to account for innate preference for smartphones based on overall
consumers’ phone change patterns and the revealed preferences. Building on the falsifi-
cation test, the first control variable is the share of future friends using each alternative
prior purchase. It indeed provides a unique control for pair-wise correlated tastes. As
discussed earlier, the future friends’ choices, along with extensive control of its demo-
graphic shares, capture sorting on both observable and unobservables through revealed
preference. If the main estimate remains stable after adding such controls, it provides
evidence that the effects are unlikely to be driven by sorting.

The second control variable is the share of same-old-brand non-contacts, the share
of non-contact consumers who replace from the same old brand as the new buyers into
each alternative in the earlier month. For example, individual i used to choose Sam-
sung A1 and now purchases OPPO R9 Plus. I look at the non-contacts of i who used to
choose Samsung and calculate the share of these past Samsung users choosing OPPO R9

Plus eventually. The share of same-old-brand non-contacts helps to capture the common
phone tastes through the revealed preference from actual subsequent choices. The subse-
quent choices carrying the same taste for the previous brand serve as sufficient statistics
for preferences towards specific models. I exclude social contacts from consumers shar-
ing the same old brand to make sure variations in subsequent choices are not affected
by one’s social network.

Third, utilizing the exogeneity of signal coverage quality across buildings and the
partially overlapping structure of call contacts and residential neighbors, I use the choices
and the average phone attributes of friends’ residential neighbors as instrumental vari-
ables for share of friends sm(i)j,t−3. A residential neighbor is a person living in the same
building (location), a smaller geographical unit than the residential block (neighbor-
hood).

Figure 2 illustrates the idea of the instruments. Phone purchaser i is a friend of
person A and D, who reside in one residential building. E is a friend of D and lives
in the same building as D. The instrumental variables for A and D’s choices exploit the
information of the phones of their residential neighbors B and C, who are not direct
friends of i or friends of friends of i. To formalize the presentation, let us denote the
individual i’s choice as yij and yij takes value one if individual i chooses product j and
zero otherwise. Denote individual i’s phone attributes as Xik. Denote individual i’s
social contacts in peer group as m(i) and i’s residential neighbors as NB(i). Then my
instrumental variables for sm(i),j,t−3 in Model 1 can be defined as sNB(m(i)),j, the share of
i’s contacts’ residential neighbors using j:
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Figure 2: Instrumental Variables Illustration

Notes: Figure 2 shows conceptual idea for the instrumental variables. Phone purchaser i has friends A
and D. E is a friend of D. A, B, C, D and E live in the same residential building. The instrumental vari-
ables for A and D’s choices is constructed from the phone choices of their residential neighbors B and C,
who are not direct friends of i or friends of friends of i.

sNB(m(i)),j =
1
|m(i)| ∑

m∈m(i)

∑l∈NB(m) yl j

|NB(m)| ,

and xNB(m(i)),j, the average phone attributes of the residential neighbors of i’s contacts
who use j:

xNB(m(i))j =
1
|m(i)| ∑

m∈m(i)

∑l∈NB(m) ymjXlk

|NB(m)|

where m(i) is the set of i’s peer group, m ∈ m(i) is individual i’s peer, l ∈ NB(m) is
a neighbor of peer m.

The identification assumption for the friends’ residential neighbor instruments is that
they must satisfy the relevance and exclusion restriction conditions. The relevance con-
dition is satisfied by two possible factors. First, the correlation between residential neigh-
bors arises due to supply side effects such as common exposure to advertising in nearby
stores and elevators. Second, the correlation could also occur due to common signal
exposure in the residential building. Local signal quality varies across locations in the
same neighborhood due to different distances to nearby cell towers and middle obstruc-
tions such as trees and buildings.18 Research shows that phone’s antenna performance is

18Morin (2013) suggests that the further away from a cell tower, the weaker your cell phone signal
is going to be. Obstructions between phones and the cell tower can cause cell signal issues, including
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vital for the phone’s ability to ensure radio coverage, especially in low signal situations.
Technical reports indicate that mobile coverage and antenna reception affects both voice
and data transmission. A phone’s internal components (e.g. processor, memory) gener-
ate electrical noise that affects reception, and the antenna performance of the different
models vary considerably even across popular smartphones (Commission for Commu-
nications Regulation, 2018; Pedersen, 2016). Thus, people living in the same residential
building with weak signal condition would choose phones or certain phone features that
help overcome the problem and provide stronger reception. As the coverage exposure
is determined by the base station structures designed by the mobile operator, the neigh-
bor effects are local and exogenously affected by the geographical variation of coverage
quality.

The exclusion restriction requires that consumers are not directly affected by their
friends’ residential neighbors. To make sure I break the direct interactions between the
consumer and the friends’ neighbors, I drop those friends and friends’ friends living
in the same residential building as the phone purchaser’s friends. In addition, residen-
tial neighborhood-by-brand fixed effects in Model 1 also controls for the time-invariant
neighborhood-specific common preferences.

3.2 Results

Now I present the results for the baseline model with gradual controls. Table 5 reports
the results for the linear probability models for smartphone model choice (see equation
1). In column (1), I only include the residential neighborhood fixed effects to control
for spatial and income related factors. In col (2), I further control for the contextual
effects by including friend demographic shares. I find that the exogenous contextual
effects matter and bring down the main estimates by about one third. In column (3)
to (6), I control for product-by-month fixed effects to capture any supply side effects
such as marketing. The R-squared increases from 0.013 in column (2) to 0.022 in column
(3), while the main estimate does not drop much. This is partly because that the social
influence is measured by the lagged outcome of friends within a fixed time window, and
the social influence does not vary much seasonally. In column (4), I control additionally
for sorting by including the corresponding share of future friends. It raises the R-squared
by three times, however, barely changes the main estimate. In column (5), I control for

mountains, hills, large buildings, and even trees. In addition, the building materials at home may be
causing varying amounts of cell phone signal interference. For example, metal siding, concrete, and wire
mesh can cause significant signal loss. At the same time, wood and drywall generally allow the signal to
pass through more easily.
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the individual phone taste by adding the share of same-brand non-contacts in the earlier
market. The coefficient on this taste control is 0.73, suggesting that a 10 percent increase
in the share of same-brand non-contacts using a given alternative is associated with a
7 percent increase in the choice probability. It also increases the explanatory power of
the model as the R-squared goes from 0.065 to 0.098. It suggests that common brand
preferences explains a large proportion of product choice. Despite the large effect from
brand preferences, the main effect remains fairly stable at around 0.10 to 0.11. In the last
column, the main effect remains stable even after adding the taste controls together
into one regression. Column (6) is the result from the preferred specification. The
point estimate is 0.10, suggests that a 10 percent increase in the share of friends using a
given product would increase the choice probability by 1 percentage point, which almost
doubles the average choice probability (1.6 percent).

Table 6 reports the falsification test for correlated taste. There might be attenua-
tion issues in the key regressors – the share of (current) friends and share of future
friends – if the purchase timing is too early or too late in the data. To alleviate the
concern, I report the results using the sample of all new buyers in odd columns, and
in even columns, I restrict to the subsample of new buyers who change their phone in
the middle of the sample period, from the fourth to the eighth month. In all columns,
individual residential-by-brand fixed effects, product by month fixed effects, and friend
demographic controls are included.19 Although the two regressors have similar means
and standard deviations as reported in Appendix Table A2, column (1) and (2) suggest
that the impact of current friends is 10 times bigger than the impact from future friends.
This finding provides evidence that the effect is not purely driven by sorting. In col-
umn (3) and (4), I further add in individual taste control of the share of same old-brand
non-contacts in the earlier market, and the future friend’s impact diminishes and be-
comes less precise. However, in contrast, the impact of current friends remains stable
and robust. In column (1), the impact from future friends is 0.008 and significant at 5

percent level. However, in column (3), future friends’ impact goes down to 0.005 and
becomes insignificant. A similar change also features in column (4) compared to column
(2): the main estimate remains stable at 0.10, but future friends become non-influential
after controlling for individual phone tastes. Such findings support the conjecture that
social influence exists, and it is hard to be reconciled by sorting on correlated tastes. It
also further comforts that a rich set of controls effectively control for unobserved phone
tastes. In addition, treating future contacts as a control for the unobserved tastes, the
positive social influence still goes through.

19Results barely change when demographic controls for both current and future friends are all included.
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In Table 7, I report the 2SLS results in comparison to the OLS results. Column (1)
and (2) show the comparison with only residential fixed effects, while column (3), (4)
and (5) include all controls described in the preferred specification. To make it com-
parable to the 2SLS counterparts, In columns (2) and (4), I use the friends’ residential
neighbors’ choices and their phone attributes (average CPU clock speed and 4G compat-
ibility) as the instrumental variables. The F-tests for the significance of the instruments
reported at the bottom of Table 7 suggest that the instrumental variables are strong and
statistically significant. Column (1) reports the estimates using specification of Table
5 column (1). Column (2) reports the IV counterparts to column (1), and it delivers
a slightly smaller estimate than the OLS counterpart in column (1). The reduction in
the main estimate suggests that the instruments help remove the upward bias. The F-
statistics is 580.5, suggesting the instruments are strong. Column (3) carries the OLS
result from the specification in Table 5 column (3). Column (4) reports the first stage
estimates. Share of friends’ neighbors and the average CPU speed and 4G connection
of friends’ neighbors significantly correlate with the share of friends, which suggests a
valid first stage relevance. Column (5) reports the IV counterpart to column (4) when
adding a full set of controls, including interactions of individual-product characteristics,
individual residential-by-brand fixed effects, product-by-month fixed effects, and friend
demographic controls. The main estimate is 0.106, not statistically different from the
OLS estimate 0.10 in column (3). The similar magnitude of OLS and 2SLS estimates
suggests that the rich set of controls in the main specification does help control unob-
served individual tastes. The main estimate is quite robust at 0.10 across several different
specifications.

As the average conditional choice probability for a particular product is about 1.6
percent, demand for a given model doubles with a 10 percent increase in friends’ share
using that particular product conditional on purchasing. Conversations with a market-
ing expert in the industry at IDC suggest that a successful marketing campaign leads to
a 4 percent increase in the smartphone market. Therefore, a 1 percent increase from a
10 percent increase in friend shares, i.e., about 2 to 3 same-carrier friends or 6 friends in
general, is quite a sizable impact.

3.3 The Influencer, Affluent Friends and Status-Seeking

It has been a challenge to understand the underlying mechanism behind the social in-
fluence with observational data in the literature due to a lack of information on peers.
With rich information on both the friends’ choices and friends’ demographics, I explore
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the possible underlying mechanism behind the social influence by examining the hetero-
geneous effects across peer groups and product types.

Based on the literature and the content, three possible channels are considered: in-
formation sharing, status-seeking, and attraction by the same operating system in the
context of smartphones. The first two channels are usually discussed in the peer effect
literature. One possible channel is conformity, as high-tech products like smartphones
are considered status symbols in developing countries (Dey et al., 2016; Jain, 2017; Katz
and Sugiyama, 2005). As a signaling device, people would be attracted by the style
and visual features and be better off by conforming to a particular group of friends
and choosing the same product as friends. Moreover, information sharing would allow
people to know the features and functions of phones and update beliefs about product
quality. Such a process would trigger the consumption of certain products. The infor-
mation sharing channel is consistent with the “word of mouth” notion in marketing.
Lastly, for smartphone specific features, people may prefer to use the same phone as
their friends to utilize the same features shared by the same operating system. Although
these channels are far from complete, I try to use the social network, and detailed infor-
mation on socio-economic status and product attributes to enrich the understanding of
the behavioral motivations. To do so, I stratify peers into different socio-demographic
groups and examining heterogeneous influence by peer groups and product attributes.

Status-Seeking and the Reference Group First, I stratify peers into different groups
by their socio-demographic conditions and examine the heterogeneous effects from dif-
ferent groups. I find stronger heterogeneous effect by income levels. Table 8 reports the
results when use per square meter house price as income proxy. An alternative income
measure –average monthly plan fee is used and the results are reported in Robustness
Table 26. Column 1 compares the influence of friends of different absolute income levels.
Three categories – high, middle and low – are considered if the friend’s income measure
is above, within and below one standard deviation of the distribution. The coefficient
on high income and low income are statistically different. A 10 percent increase in the
high income friends is 1.5 times the impact than a 10 percent increase in the low income
friends.

Next, I stratify peers into two groups relative to the consumer (ego): more affluent
than the ego and less affluent friends. A peer is considered as more affluent than the
ego if the income measure is larger than the ego by at least one standard deviation of
the distribution, and otherwise as similar or less affluent. Table 8 Column 2 reports the
result using house price as income proxy. It suggests that friends with relative higher
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house price is 2.5 times influential than friends of similar of lower house price. Taking
the results from both absolute income and relative income, it suggests that people tend
to conform to their wealthy friends, which is consistent with the status good hypothesis.

Status-Seeking and Product Attributes Attraction Along with studies of consump-
tion of status symbol such as luxury goods, people favor visible features (Heffetz, 2012;
Veblen, 1899) due to psychological demostration effects. To further investigate the mech-
anism, I classify product attributes into two groups: visual and hidden features. Visual
features highlight the horizontal differentiation that are less quality-representative, in-
cluding the average screen size, the number of colors available, and the number of cam-
eras for each brand among products released from 2012 to 2017. In contrast, the hidden
features refer to vertical attributes representing the phone quality that affect phone per-
formance, but not easily seen without experiencing. The average vertical features of all
models released by each firm in the past five years represent the overall quality of the
brand. So I focus on CPU clock speed, and screen resolution.

Table 9 reports the heterogeneous effects of peers by phone attributes. Interestingly,
social influence faciliates the demand from better visual feature, instead of functional
features. In Table 9, in order to disentangle effects by product attributes, I replace the
product-by-month fixed effects with brand-by-vintage-by-month three-way fixed effects,
while controlling for all key product features in all columns. Taking other features as
constant, a 10 percent increase in the friend share would lead an additional increase of
0.56 percentage point in the choice probability for models with a bigger screen compared
to models with smaller screen. Similarly, models of more color options, more cameras
attract higher demand through peers. However, this is not true for hidden functionality
such as higher CPU speed and better screen resolution. Hence, taking together with
the findings in affluent peers, it suggests that people tend to conform to peers due to
status-seeking.

Information Sharing It is possible that one learn about the products from peers and
then make the purchase. This is usually hard to distinguish without experiments. I pro-
vide suggestive evidence that is not consistent with the information sharing channel by
examining heterogeneous effects by peers who are possible source of new information.

I observe coworkers of these new phone buyers and the job movements.20 I look at
the intersection of friends and coworkers. Newly joined coworkers are possible sources

20There are about 8% job changers during the sample period as documented in Barwick et al. (2019), a
separate work using same data.
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of new information and provide new information on phones. Assume that conditional
on the workplace neighborhood one works in, new coworkers joining the workplace is
exogenous to one’s phone choices. Thus, as a first check, I focus on consumers who have
at least one recently joined coworker prior to phone change and exploit the exogenous
shifts in the coworker composition to see the information vs. conformity channel. If
the effect is driven by information, I expect to see that newly joined coworkers have a
bigger influence than the pre-existing ones on one’s phone choice as they are the new
shock to the coworker circle and convey new information about the products. However,
if it is driven by conformity, I would like to expect a higher influence from the pre-
existing coworkers than coworkers who recently joined. Another possible source of new
information is new friends. I compare the influence by friendship length. On average,
friends in the peer group are known for thirty weeks. Then I define longer (shorter)
friendship as friends who know more (less) than thirty weeks. If the effect from friends
with shorter relationship is stronger than that from those with longer relationship, I
cannot reject the hypothesis that the effect is driven by information.

Results in Table 11 Column 1 suggest that the pre-existing coworkers have stronger
influence, while the newly joined coworkers’ influence is not precisely estimated and
not statistically different from zero. However, the sample size drops dramatically due
to the fact that only 8 percent of people are changing jobs. This also makes the mean
of “share new coworker” quite small than that of “share pre-existing coworker". On
caveat of interpreting the comparision is that there is not enough variation among new
coworkers. However, Column 2 provides another piece of evidence without the problem
of sample attrition. Column 2 suggests friends who are known for a relatively longer
time have higher influence than those known for shorter time. Although the two vari-
ables have similar mean and standard deviation, they show different influence over the
model choice. Taking the two pieces of evidence together, people are more likely to
choose the product used by friends and coworkers that they know relative longer, thus it
is suggestive that the social influence is not consistent with information sharing channel.

Operating System Compatibility It is possible that people would like to choose the
same product as their friends because they can share the same mobile operating system
to facilitate communication. So far, there are three major mobile operating systems -
IOS, Android and others.21 In particular, Apple’s IOS shows such operating system
effect because it enables users to connect through its unique features such as FaceTime
and iMessage. To investigate the effect through operating system, I consider the share of

21Others includes Unix, BlackberryOS etc.
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current friends using the same operating system as each given alternative. If operating
system entails users to adopt similar products, then having a larger share of friends
using the same operating system would increase not only the chance of choosing one
particular model, but also models of the same OS. However, the remaining variation
across products within the same OS would not be explained by OS effect alone.

Specifically, I include “Share Same OS” and “Share Friend” into the same regression.
If the social influence is driven by OS effect, I would expect the OS effect be statistically
significant and the main coefficient to decrease. Table 10 reports the estimate for OS
effects. In column (1), the same OS effect is about 0.004, a much smaller impact than
the social influence. It suggests that among users choosing the same product in the
same month, there is a slightly small increase in demand induced by a larger number
of peers using the same operating system. Moreover, the main effect is rather stable at
around 0.10 as in Table 5 column (6). Table 10 column (2) reports the effect due to same
brand effect. The same brand effect is about 0.02, and significant at 1 percent level. This
suggests that a 1 percent increase in the share of friends using the same brand would
additionally increase the conditional choice probability by 0.002 percentage points. Such
increase could be driven by the preference of using the same brand product or same
smartphone application on the same brand phone with friends. However, the main
effect remains stable at around 0.09, suggesting the social influence is not fully absorbed
by the same operating system and brand effect.

To summarize, I find sizable social influence in consumer demand that a 10 percent
increase in the share of friends using a given product would increase the average choice
probability by 0.01, which almost doubles the average choice probability conditional
on purchasing. This result remains robust after controlling for sorting on correlated
observables, unobserved neighborhood characteristics, and unobserved phone tastes.
Then, I explore the underlying mechanisms of the social influence in smartphone choices
by examining the heterogeneous effects by peers wealth and product characteristics. I
find that people tend to conform to affluent peers both in relative and absolute levels.
Visual attributes of phones capture higher influence. Information from new colleagues
and new friends are not as important as suggested by the information sharing channel.
Although I cannot exclude the possibility that consumers choose the same product as
their friends due to the same operating system, the effect remains at a small magnitude.
Therefore, the results show suggestive evidence for status-seeking motivation and using
same operating system behind the social influence.
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4 Structural Model for Smartphones with Social Influence

To move from individual spillover to aggregate effects on demand and firm competition,
I need a framework to evaluate preferences and understand how these individual-level
effects translate into firm incentives. To do so, I develop and estimate a model for
demand and a two-period dynamic pricing model, incorporating the social influence.
The model will allow me to perform counterfactual simulations to examine how social
influence affects the demand for products of different qualities and how pricing strategy
changes when firms compete under social influence.

4.1 Demand

As suggested in Section 3.3, social influence is more likely to work through conformity
due to status-seeking. I incorporate the social influence into the random-coefficient dis-
crete choice model to describe smartphone demand and to quantify the complementary
value of peers consumption due to preferences for conformity and common operating
system.

A conditional choice problem is considered as I focus on the set of new buyers who
provide me exact purchase events and an accurate set of products at the time of purchase.
The model can be extended to incorporate the extensive margin by adding an outside
option of not purchasing the handset each month and expanding the sample size to
all users. However, this extension requires more restrictive assumptions on how the
extensive margin decision (purchase or not) is affected by peers and the relationship
between social influence at the extensive and the intensive margin. Moreover, for non-
new buyers, without exact purchase timing and no accurate information on the duration
of phone possession, it requires a lot of data imputation. Since the study’s focus is
on the social influence in product choice, the conditional choice problem suits the need
without the cost of imposing complicated assumptions on the extensive margin and data
imputation.

A market is defined as a urban/suburban/rural geographical area22 by month. In
each market, conditional on purchasing, each consumer choose from Jt models to maxi-
mize utility. Indirect utility of individual i buying product j in market t is a function of

22There are five urban districts in the city proper and eighteen surrounding rural counties in total. I
consider the five urban districts as one urban market, five suburban counties and satellite cities as one
suburban market, and the rest as a rural area.
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product attributes, share of peers beforehand and individual demographics:

uijt = ū(pjt, Xjt, ξ jt, sm(i),j,t−3, Di) + εijt (3)

Then, I specify ū(pjt, Xjt, ξ jt, sm(i),j,t−3, Di) as

Ūijt = αi pjt +
K

∑
k=1

Xjkβik + θsm(i),j,t−3 + ζ f (j) + ηt + ξ jt + εijt (4)

where sm(i),j,t−3 is the share of friends of i using product j 3 months prior to the phone
change. It reflects two new features of the model that social influence captures. On the
one hand, it allows for the intertemporal social multiplier effects between consumers.
Peers in m(i)’s consumption at t− 3 will affect i’s decision at t. In this way, even though
consumers are myopic, social influence generates a dynamic nature in demand. On
the other hand, social influence enters as an additional product feature that captures
the complementary value between consumer and the peers. It increases the horizontal
product differentiation, which would soften the competition.

Consumer i is described by wi = (yi, Di, νi), where yi is income proxied by house
prices, Di includes age and total call minutes, and νi is unobserved independent stan-
dard normal taste shocks. Total call minutes reflect the usage intensity of the users.
Assume that νi is independent of the unobserved quality shock ξ jt.

To reflect the motivation of conforming to wealthier friends and the value of using
applications on the same phone, I enrich the model with the heterogeneous value of
the share of friends by individuals’ income and usage intensity. So the indirect utility
becomes

Ūijt = αi pjt +
K

∑
k=1

Xjkβik + θ̄sm(i),j,t−3 + θincsm(i),j,t−31{yi > p75}+ θusesm(i),j,t−3Ncallsi

+ ζ f (j) + ηt + ξ jt + εijt (5)

where 1{yi > p75} takes value one if the phone buyer’ income (house price) belongs
to the top 25th percentile of the distribution. θ̄ is the base social influence. θinc captures
the additional utility gain of high income individuals to conform to friends. θuse reports
the additional utility gain for intensive users when choosing the same product as friends.

I define individual i’s marginal utility for one hundred dollar αi is defined as

αi = ᾱ + α11{yi > p75}+ σpνip (6)
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The first term in random coefficient αi is the base price sensitivity ᾱ. The second
component α11{yi > p75} captures the change of the disutility from price if income
belongs to the top 25% of the income distribution. One would expect α1 to be negative
since wealthy consumers are less price sensitive. The third term is a random shock which
captures idiosyncratic factors that influence price elasticity, such as assets accumulated
in the past. νip is assumed to follow the standard normal distribution, and σp is the
dispersion parameter.

Xjt is a vector of observed product attributes, including a constant term, screen size,
weight, main camera resolution, CPU clock speed (Xjk). I define individual i’s taste for
attribute k as:

βik = β̄ + DiβDk + σkνik (7)

which follows a random normal distribution with mean β̄k and standard deviation σk.
Different consumers may have different tastes due to unobserved demographics or id-
iosyncratic preference. To capture rich preference heterogeneity, I interact phone at-
tributes with individual age.23 Similar to the discussion in Section 3, for example, it
accounts for preferences that older people may prefer to buy phones with larger screens.
I also allow random tastes for the screen size, camera resolution and CPU clock speed
in addition to price, and assume dispersions for other attributes to be 0.

ξ jt is the unobserved product attributes that are observable to both firms and con-
sumers but unobserved to the econometrician, such as product quality perceived by
consumers. ζ f (j) are brand dummies, captures brand-specific permanent shock for j,
f (j) is the brand for product j. ηt are area-by-month fixed effects. Finally the idiosyn-
cratic preference shock εijt is assumed to be i.i.d across (i, j, t) and follow type I extreme
value distribution.

To facilitate the discussion on identification and estimation below, I rewrite the utility
function as:

uijt = δjt + µijt + εijt (8)

where

δjt = ᾱpjt +
K

∑
k=1

Xjk β̄k + ζ f (j) + ηt + ξ jt (9)

23Interactions with call minutes are rarely significant.
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µijt = (α11{yi > p75}+ σpνip)pjt +
K

∑
k=1

Xjk(DiβDk + σkνik)

+ θ̄sm(i),j,t−3 + θincsm(i),j,t−31{yi > p75}+ θusesm(i),j,t−3Ncallsi (10)

µijt, the individual-specific utility, depends on individual characteristics and the peers
past choices. δjt, the mean utility captures only product by market specific components.

I use θ1 to denote parameters in δjt, which I call linear parameters, and θ2 to denote
parameters in µijt, which I call nonlinear parameters, following Berry et al. (1995). The
nonlinear parameters are individual specific and include: θ2 = {θ̄, θinc, θuse, α1, βage,2, βage,3, βage,4, σp,
σ2, σ3, σ4, σ5}, where θ̄, θinc, θuse measure social influence, α1 are the how the marginal
utility for price change for high income, βage,2, βage,3, βage,4 are the parameters captur-
ing how the marginal utility for phone screen size, camera resolution and CPU clock
speed change with age, and σp, σ2, σ3, σ4, σ5 are the parameters that measure dispersions
in random tastes for price, screen size, camera resolution, CPU clock speed and weight.

Thus, the conditional choice probability that i chooses product j becomes:

Pijt(Yi = j|X, p, sm(i),j,t−3, wi, θ1, θ2) =
exp(δjt + µijt)

∑J
j′=1 exp(δj′t + µij′t)

(11)

I use the individual conditional choice probabilities for form maximum likelihood and
estimate the nonlinear parameters.

Let Ajt be the set of consumer characteristics such that j has the highest utility for
consumers in this set. That is, Ajt = {νi|uijt(sm(i), yi, νi, Di) ≥ uij′t(sm(i), yi, νi, Di), ∀j′}
Then aggregate individual choice probabilities to obtain the market share of product j at
the market t:

sjt(X, p, sm, θ1, θ2) =
∫

i∈t,Ajt

Pijt(X, p, νi, sm(i), θ1, θ2)dF(νi, sm(i)) (12)

where sm is a vector of share of friends for individuals. I use the market shares for mean
utility inversion in the estimation following Berry et al. (1995) and Goolsbee and Petrin
(2004).

I choose a static demand system for the following reasons. First, as discussed in
Section 2, the Chinese smartphone market has been saturated after 2015, and the de-
mand becomes stabilized with a slight decline in new sales. Second, the smartphone
market is saturated with domestic products in all product segments that provide vari-
ous functional features at relatively low prices. This market feature remarkably reduces
the replacement cost, making Chinese smartphone users replace their phones more fre-
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quently than global users.24 More phone options at low cost essentially shorten the
replacement cycle. Third, smartphones have a stable penetration rate of around 50 per-
cent since 2015.25 This suggests that with relatively low switching cost, consumers are
more likely to replace their phones at their need without much intention to delay. There-
fore, a static demand is a feasible option to estimate in twelve-month data and captures
the market features well.

4.2 Supply: Two-Period Pricing Model

Firms compete on prices. Pricing decisions are crucial for smartphone firms, especially
the release prices determines the pricing trajectory and the profits over the life cycle
based on the following two facts that I document from the market-level data. First of all,
market-level data suggests that the average life cycle of a model is 4 to 5 quarters since
2015. Notably, more than 50 percent of the revenue comes from the first 3 quarters, i.e.,
the half life cycle. So the release prices are the most relevant prices at the demand peaks.
Second, although the phones’ prices are going down over time (Figure 4), the release
prices for top-five brands remain stable and slightly increase over time, as suggested
in Figure 5. Figure 4 plots the prices for all models released after 2015 by quarters
since release. Each light blue line in the background indicates the pricing trajectory for
a model. The dark blue line is the median price across all these models, suggesting
that prices decline over time. When zoom into the pricing pattern for top brands and
their top models in each year in Figure 5, it is interesting that the release prices are not
necessarily going down. Instead, the release prices are relatively stable for Apple and
OPPO phones and increasing over time for Huawei and vivo phones. Therefore, release
prices are crucial decisions for firms as it determines both the pricing path and the profit
path over the life cycle. To keep the model tractable, I focus on the pricing stage while
abstracting away from early-stage decisions such as product entry decision and phone
attribute choice.

I adopt a dynamic pricing model with two periods. Two-period is chosen to allow
me to capture the decision of release prices and keep the model flexible to capture price
drop over time while remaining computationally tractable. Firms choose optimal prices
for smartphone models in each period to maximize the expected discount profits. In the

24According to the China Mobile Consumer Survey 2018 released by global accounting and consulting
firm Deloitte, nearly 80 percent of Chinese users, bought their current phones in 2017 compared to just 58

percent of global users.
25Mobile phone internet user penetration in China 2015-2025, Published by Statista

Digital Market Outlook, July 17, 2020, https://www.statista.com/statistics/309015/
china-mobile-phone-internet-user-penetration/
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first period, pricing takes into account the social multiplier effect and the possible social
differentiation effect in the second period. It is equivalent to assuming that Period 2 in
my data is the end of product life, or firms only care about the first two periods of their
life cycle and do not play the game after Period 2. I divide the sample period into two:
Q4 2016, Q1 2017 as Period 1 and Q2 2017, Q3 2017 as Period 2. Among 62 products, 35

of them are new released after Q2 2016.26 So a cost estimation using all models would
fit the two periods of the actual life cycle. To isolate the impact of social influence on
the pricing strategy while controlling for these other factors, I allow marginal costs to
change over time and enable price elasticity to respond to social influence.

Let p1, p2 denote prices in Period 1 and Period 2, mc1, mc2 denote marginal costs in
each period. A firm f maximizes the expected discount profit:

W f = ∑
j∈J f

(pj1 −mcj1)Qj1 + δ(pj2 −mcj2)Qj2 (13)

where
Qj1 = ∑

t∈{T=1}
sjtMt, Qj2 = ∑

t∈{T=2}
sjtMt (14)

t denotes an market (area by month), and T denotes the period. sjt is the aggre-
gate market share of product j in market t in Equation 12. Mt is the market size of
t, proxied by the total number of mobile users including new buyers and non-buyers
in each month. δ is the discount factor. J f represents the products offered by firm f .
pj2 = pj2(Q1(p1)) is a function of the first-period prices. The SPNE prices are solved
using backward induction starting from Period 2. The first-order condition for Period 2

becomes

p∗j2 = mcj2 −
∂Qj2(p, X, sm1)

∂pj2
×Qj2︸ ︷︷ ︸

Price Markup due to Social Differentiation Effect

= p∗j2 + [∆−1
f 2 ×Q2]j (15)

where ∆ f 2 is a J-by-J matrix, whose (j, r) element is ∂Qr2
∂pj2

if j and r are produced by
the same firm and zero otherwise. The second term in Equation 15 is the price markup
and represents how much the optimal price chosen by a firm deviates from the compet-
itive price (equal to the marginal cost). The markup includes a semi-demand elasticity
to price, that takes into account the social influence on the firm’s pricing strategies. The

26There are 16, 8, and 6 new products in Q3 2016, Q4 2016, and Q1 2017, respectively. Q3 is usually
a season of model release since Apple releases new products in September and competing firms usually
follow Apple’s timeline to introduce new models. 5 new products in the second period (Q2 and Q3 2017).
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semi-elasticity term differs from the counterpart without social influence as it consid-
ers the peer’s choices sm1. Specifically, if θ > 0, more friends using a given product
would create “social differentiation effect”, i.e., making people more likely to choose
the product due to the social complementary value and become less sensitive to prices.
The social differentiation effect intensifies the horizontal product differentiation among
products and provides an additional markup than the case without social influence.
Such additional differentiation would lead firms to increase prices to “harvest”.

The first-order condition for Period 1 becomes

p∗j1 = mcj1 − [∆−1
f 1 × Q̃1]j (16)

Q̃1 = Q1 − δ
∂Q2(p, X, sm0)

∂p1︸ ︷︷ ︸
Inter-temporal

Social Multiplier Effect

×
{

∆−1
f 2 ×Q2 + Diag(∆−1

f 2 ×Q2)

}
︸ ︷︷ ︸

Price Markup due to Social Differentiation Effect
in Period 2

(17)

where ∆ f 1 is a J-by-J matrix, whose (j, r) element is ∂Qr1
∂pj1

if j and r are produced by
the same firm and zero otherwise. Note that for new products released in Period 1, the
lagged share of friends terms are all zero. So own price semi-elasticities, i.e., diagonal
terms of ∆ f 1, for these new products are not affected by social influence. Therefore, in
Equation 16, the major influence comes into effect through the adjusted quantity sold
Q̃1.

The inter-temporal partial derivatives ∂Q2
∂p1

is a function of the social influence θ, and
it can be obtained through analytical derivation as the following

∂Qj2

∂pr1
=
∫

i

dsij2

dpr1
dF(i) =

∫
i
θsij2(1− sij2)

(
∑

l∈m(i)

∂sl j1

pr1

)
dF(i) (18)

∂sl j1

pr1
=

αlsl j1(1− sl j1) , if j = r

αlsl j1slr1 , if j 6= r

where F(i) is the distribution of individuals, l ∈ m(i) is a friend of individual i, sl j1

is friend l’s individual choice probability for product j in Period 1. In Equation 18, θ

enters the inter-temporal semi-elasticity, indicating that the dynamic nature of demand
arise due to the social influence. I call it “intertemporal social multiplier effect”. Such
impact enters Equation 17 thus Equation 16 affecting the first period pricing decision.
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When social influence is present, the multiplier effect provides firm incentive to invest in
consumer base in the initial period, which can then be leveraged to enact price increase
in later periods. Therefore, the model predicts that social influence would leads to lower
introductory prices to “invest”, which can be tested in the counterfactual simulation.
Details on model prediction illustration can be found in Appendix D.

Assume that marginal cost depends on product characteristics, brand fixed effects,
month fixed effects and a product-time specific shock.

ln(mcjT) = WjTφ + ωjT (19)

where WjT includes log of phone attributes, firm dummies and a second-period dummy,
T = 1, 2. The second-period dummy captures the fact that the technology frontier is
moving and the marginal cost of existing products goes down. ωjT stands for unob-
served cost shock to model j in period T. Combining Equations 15, 16 and 19 yields

ln

[
pj1 + [∆−1

f 1 × Q̃1]j

pj2 + [∆−1
f 2 ×Q2]j

]
=

[
Wj1

Wj2

]
φ +

[
ωj1

ωj2

]
(20)

which I bring to data for estimation.

5 Estimation

5.1 Estimation Procedure

Parameter of Interest and Identification Similar to the reduced-form analysis, θ is
the parameter of interest and captures the local consumption externality among con-
sumers. It is modelled as the same in general for all products and all consumers. As
discussed in section 3, a rich set of controls help to account for the unobserved correlated
tastes. The controls include interaction terms of individual characteristics and phone at-
tributes, average peer characteristics, residential neighborhood by brand fixed effects,
and product by month fixed effects. In the utility specification, the random coefficients
and the interaction terms with user demographics serve the same function to capture
heterogeneous preferences for phones. The contextual exogenous effects from peers also
collapse into this part in the utility specification because it captures correlation in terms
of demographics. Since aggregating market shares to neighborhood level would be too
demanding,27 the market (area by month) dummies in the mean utility serves to capture

27At neighborhood level, market shares are tiny.
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the differential income effects at a cruder level than the neighborhood. The mean utility
part in Equation 9 captures the product by market fixed effects as a whole. Given the
rich model specification, I take the share of friends as exogenous and social influence is
identified from the variation in friends’ phone choices among consumers conditional on
product tastes.

Estimation In the demand model, there are two sets of parameters to be estimated. θ1

collects parameters in δjt (Equation 9), also called “linear parameters”; θ2 collects param-
eters in µijt (Equation 10), also called “nonlinear parameters”. θ1 = {ᾱ, β̄1, β̄2, β̄3, β̄4, β̄5, γ},
θ2 = {θ̄, θinc, θuse, α1, βage,2, βage,3, βage,4, σp, σ2, σ3, σ4, σ5}, where 2 to 5 represents phone
screen size, camera resolution, CPU clock speed, weight and battery capacity. γ repre-
sents a vector of 7 brand fixed effects and 30 market fixed effects.28 There are 43 linear
parameters and 12 nonlinear parameters to estimate.

Following Goolsbee and Petrin (2004), the estimation is conducted in two steps. In
the first step, I maximize the simulated likelihood subject to a constraint to find the
nonlinear terms and product by market-specific constants. In the second step, I recover
the linear parameters. In the first step, I do not maximize it over the entire space of
(θ2, δ) directly. Instead, in the spirit of Berry et al. (2004), I conditional on θ2 and solve
for the vector δjt(θ2) market by market that matches observed market shares to those
predicted by the model. It is equivalent to maximize the simulated likelihood subject to
a constraint.

Specifically, let sN denote the market share observed in the data. At each θ2 and for
each market t, I use a contraction mapping routine to solve for

δh+1
jt (θ2) = δh

jt(θ2) + lnsN
jt − lnsjt(θ2, δjt) (21)

where sjt(θ2, δjt) is j’s model predicted share in market t at δjt and θ2, sN
jt is the observed

market share from the data. Because the fixed effects exist and are unique, the δjt that
sets this objective function to zero exists and is known to be the unique minimum.

In the second step, I deal with the endogeneity in price and market share using
instrumental variable approach. Two sets of instruments are constructed. The first set
is the BLP instruments. It includes the number of products on the market in the same
year by the same firm, and number of products in the same year by the rival firm.
They capture the competition intensity that affects firms’ pricing decisions. The second
set of instruments is the differentiation IVs following Gandhi and Houde (2019). They

28
7 brands include Apple, Huawei, Xiaomi, OPPO, vivo, Samsung, and others. 30 market fixed effects

include the interaction of 3 areas (urban/subruban/rural) by 10 months.
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capture the substitution and competition along the product characteristics space. Non-
price attributes are assumed to be orthogonal to ξ jt. Details for estimation routine can
be found in Appendix C.

On the supply side, as reported in Table A6, the prices go down during the sample
period, as the average (release) price is 266.56 dollars in the Period 1 and 244.27 dollars
in Period 2. The average depreciation rate is about 0.89. With the observed prices and
demand estimates, the marginal costs are estimated using Equations 15 and 16. The
discount factor δ is set to be 0.95. Static and inter-temporal demand semi-elasticities are
computed using observed data and the demand estimates. The cost parameters φ are
obtained using Equation 20 when assuming a normal distributed cost shock.

5.2 Estimation Results

To facilitate computation, the estimation is done in a random sample of 5,000 new buyers,
which gives me 187,316 observations at individual-model level and 1,142 observations at
product-market level. Table 12 reports the estimation results from my demand model.
I present coefficients on Share Friend, interaction terms and key phone attributes as
well as the parameters that measure the dispersion in random coefficients. Table 13

reports alternative model specifications and the main estimates are quite stable. The
log-likelihood is highest in the specification in Table 12.

For an average consumer, having a one percent increase in the share friend would
increase the utility by 0.038 evaluated at the mean of high income fraction 0.21 and the
average call duration 3727 minutes (0.01*(2.815+(-0.247)*0.21+0.302*3.272). The initial es-
timated mean price coefficient -0.911, coefficient on price interaction with high income
0.20 and the price dispersion coefficient 0.0001 give the aggregate price elasticity as -1.04,
which is below the industry estimate.29 Following Berry et al. (2004) and Gentzkow
(2007), I calibrate the price dispersion parameter σp and re-estimate the mean price co-
efficient ᾱ such that the model predicted aggregate price elasticity matches the industry
estimate. Then, the mean price coefficient becomes -1.032, and the price dispersion is
calibrated to be 0.6.

The estimated coefficient on the lagged share friend is 2.815, statistically significant
at 1 percent level. Thus, the willingness to pay for a one percent in share friend is 0.036

(0.038/1.032). That is, a one percent increase in share friend is equivalent to a 3.6 percent
reduction in price. The average price for a smartphone is 250 dollars (1759 RMB). Thus

29A marketing survey of P.I. Research suggests that the aggregate price elasticity for smartphones is
-1.74 in 2017.
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all else equal, a one percent increase in share friend is equivalent to a price drop by 9

dollars (63.3 RMB).
Coefficients on key attributes are also intuitively signed and significant. All else

equal, consumers on average favor products with larger screen, higher camera resolu-
tion, a faster CPU speed and a lighter weight. For example, I find that the willingness to
pay for a one-mega pixel increase in camera resolution is about 45 dollars (325.3 RMB)
for an average consumer. Similarly, an increase in the screen size by 0.1 inches is equiv-
alent to a price decrease of 16.7 dollars (120.5 RMB), while an increase in the CPU speed
by 0.1 GHz is equivalent to a price drop of 13.0 dollars (93.6 RMB). In the estimation, I
include 7 brand dummies including Apple, Huawei, OPPO, Samsung, Xiaomi, Vivo and
a group of all other brands. Apple posssess a larger brand value followed by Huawei,
Vivo, Xiaomi and OPPO, while Samsung is relative less attractive.

Table 14 reports the predicted market share among compared to the actual market
share. The upper panel shows the market shares for models by the release year, and the
lower panel aggregates models by brand. The predicted shares mimic well the actual
shares, suggesting a good fit of the model.

The model captures rich preference heterogeneity and delivers reasonable substitu-
tion patterns across products. Table 15 reports the median own and cross-price elastic-
ities for top 10 popular products in Q4 2016. The median own-price elasticites ranges
from -0.06 to -7.49, with a mean of -2.9. The table suggests reasonable substitution
patterns. For example, a 1 percent increase in price for iPhone 6 leads to 0.23 percent
increase in iPhone 5s and 0.14 percent increase in OPPO R9s Plus, which are considered
as “high-end” products in the same category. In contrast, it leads to less increase in
low-end products such as Vivo 37 and Redmi 3S. 1 percent increase in price of Xiaomi I
4 leads to a larger demand increase in similar products such as Vivo Y37 and OPPO R7,
while smaller increase in iPhone 6s and OPPO R9s Plus.

Table 16 reports the demand semi-elasticities of social influence for the top five prod-
ucts in Q3 2017: OPPO R7, Huawei P8, Vivo V3 Max, iPhone 6s and Xiaomi MI 4.
Element in row i column j shows the average percentage change in the market share of
product j with a 10 percent increase in the share friend of product i. It suggests that
all else equal, an 10 percent increase in the share friend leads to about 0.7-0.8 percent
increase in its own demand, while it also leads to about 0.01-0.02 percent decrease in
competitors’ demand. This illustrates an important competition source due to social in-
fluence. Increasing one’s own peer ownership not only enhances its own demand, but
also intensifies competition and decreases rival’s demand.

Table 17 reports the results from the regression of the (log of) estimated marginal
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costs on the smartphone characteristics. Many variables enter with significantly coeffi-
cients and with the anticipated sign. I find it costs more to build larger screen, better
camera resolution, lighter weight, and higher CPU speed into a new smartphone. This
finding is consistent with the industry teardown reports. IHS Teardown research and
industry reports from other sources (Nellis, 2017; Segan, 2017; Su-Hyun, 2020) suggest
that the bill of material break down for a typical smartphone suggest that display, body,
camera and processor are the most expensive and account for more than half the cost
of components.30 The coefficients suggest that having one percent increase in the CPU
clock speed, camera resolution and the screen size will increase marginal cost by 0.876

percent, 0.578 percent, and 5.013 percent. Reducing the weight by 1 percent will increase
the marginal cost by 2.77 percent. These cost estimates are also close to studies in the
smartphone industry. Wang (2018) finds that in 2014, one percent increase in CPU clock
speed, camera resolution, and display size will increase marginal cost by 0.793 percent,
0.485 percent, and 0.503 percent respectively. My estimates of CPU speed and camera
resolution are quite close to Wang (2018), except for a larger estimate for screen size.
With recent development in technology, each inch of display embeds multiple sensors
such as touching sensor and face recognition which are costly and consistent with the
industry cost breakdown. Thus, the larger estimate of 5.013 captures the increasing costs
per inch of the display.

The coefficient on the second-period dummy is -0.23, significant at 1 percent level.
This captures the drop in marginal cost of an existing product due to the moving of
technology frontier. Coefficients on brand dummies reflect the relative cost compared to
the “Others” group. Apple has higher marginal cost than most of the brands, followed
by Samsung and OPPO. Huawei and Vivo have marginal costs in the middle level, and
Xiaomi has lower marginal costs.

6 Counterfactual Simulations

I conduct the counterfactual simulations to address the research questions of interest:
How does social influence affect demand for quality? Is it the same for all products?
What is the effect of social influence on firm pricing strategies? With demand and cost
estimates, I simulate the demand and prices in the absence of social influence to shed
light to these questions empirically.

30For example, according to the estimates of iPhone X, display takes 4.5 percent, camera takes about 9

percent, chipset and memory takes about 16 percentof the total cost. For Samsung Galaxy S20, a 6.87-inch
AMOLED display even takes 75 dollars per unit, which is about 15 percent of the total costs.
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6.1 Is social influence different for high-quality vs. low-quality prod-

ucts?

Theories suggest that if firms are asymmetric in terms of quality, in the presence of “so-
cial effect”, markets tend to disproportional favor high or low quality products (Amal-
doss and Jain, 2005b; Smallwood and Conlisk, 1979). As high-tech products like smart-
phones are a combination of several key features which essentially determine the prod-
uct quality, it is important to empirically evaluate the impact of social influence for the
demand of quality. To address this question, I conduct a counterfactual simulation on
the demand side where I set the social influence to be zero, holding the pricing deci-
sions constant. Specifically, consider the utility function in Equation 4, I set θ = 0 and
recalculate the individual choice probabilities and aggregate to market shares of distinct
products, holding all other factors constant.

In terms of product quality, here I consider two measures: the mean utlity δj and the
unobserved ξ j. Mean utility is a linear combination of price, non-price attributes, and
brand fixed effects, representing the overall attractiveness of a product to consumers.
The second measure is the unobserved quality estimated as a residual from the second
stage of the demand system. It captures the unobserved demand shifters such as brand
image.

Figure 6 reports the percent change in demand by quality when social influence is
present compared to the counterfactual case when social influence is absent. Figure
6a on the left-hand side plots the percent change in market shares against the mean
utilities of each product. It suggests that social influence increase the market share of
high-quality products by 5 to 26 percent, while reduces demand of low-quality products
by 2 to 10 percent. Figure 6b on the right-hand side plots the average percent change
in market shares against the unobserved quality ξ. Similarly, I find that social influence
favors high-quality products and reduces demand for low-quality products.

Given that social influence is the same for all products in the model, the hetero-
geneous impact on products of different quality can be explained by the difference in
consumer base due to different levels of product attractiveness. The differential attrac-
tion gets amplified through peers again. That is, popular high-quality products would
engage in more customers to purchase through social influence than unpopular low-
quality products. Table 18 reports the conditional market share among new buyers for
products above median quality and below median quality. The market share for above-
median products is 55.2 percent in the counterfactual case, while increases to 56.9 percent
with social influence. In contrast, the market share for below-median products, social
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influence reduces their market shares from 44.8 percent to 43.1 percent. The gap in de-
mand between the two groups of products enlarges from 10.3 percent to 13.8 percent
with social influence. Figure 7 confirms that high quality products are slightly positively
associated with bigger demand. Thus, the counterfactual simulation suggests that social
influence magnifies the perceived quality difference and disproportionally favors high-
quality products. Consumers benefit as social influence increases the average perceived
quality level.

6.2 What is the impact of social influence on firm pricing?

To study the role of social influence on firm behavior, specifically, the dynamic pricing
strategy, I set the social influence to be zero and re-optimize the equilibrium prices in
the first and second periods by simulating both the demand and supply side. Intuitions
from the demand and supply model suggest: On the one hand, the social multiplier
effect generates more demand in the second period. Such an effect provides firms an
incentive to use low release prices as a tool to invest in the consumer base in the first
period. On the other hand, more friends using a particular product would create social
differentiation effects, making consumers less sensitive to prices, thus providing firms in-
centive to increase the prices in the second period. These predictions can not be checked
directly using data but can be tested through counterfactual simulations.

Here I focus on prices of 30 new products introduced from Q3 2016 to Q1 2017,
holding the other products’ prices as fixed and compare the release prices and second-
period prices to the counterfactual optimal prices.31 In the counterfactual simulation,
θ = 0 for all products and zero lagged share of friends for products in Period 1. I
solve for the new equilibrium prices backward until reach the convergence of prices in
Period 1 and Period 2. Starting with a guess of release prices p0

1 and a guess of second-
period prices p0

2, in each iteration, I solve for the sales, static semi-elasticities in Period 1

and 2 and the inter-temporal demand semi-elasticities dQ2
dp1

, then derive the equilibrium
prices p1

1 and p1
2 according to Equation 15 and Equation 16. Next, update p1

1 and p1
2 as

the starting prices and solve for new equilibrium prices. Repeat these two steps until
the convergence is achieved between the starting prices and the solved prices. Detailed
simulation procedures are described in Appendix C.2.

Table 19 first row shows the average release prices, second-period prices, total prof-
its, and consumer surplus in the counterfactual scenario without social influence. The
second row shows the counterparts when social influence is present. The third row

31There are 5 new products released in Period 2 and I assume firms take their entry as given.
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shows the percent change using the counterfactual case as the baseline. Column 1 sug-
gests firms’ “investment” incentive. The average release price with the social influence is
266.56 dollars, 0.7 percent lower than the average counterfactual of 268.43 dollars, which
is consistent with the theory prediction. Column 2 suggests the “harvest” incentive
that the second-period average price with social influence is 250.54 dollars, 0.05 percent
higher than the counterfactual average of 250.41 dollars. In addition, the counterfactual
total profits are 127.801 million dollars, lower than the profits of 132.172 million dol-
lars with social effects. The consumer surplus without social influence is 75.938 million
dollars, about 1.7 percent lower than 77.25 million dollars with social influence. These
findings suggest that social influence provides firms investment incentives to compete
by reducing release prices at the beginning, which can then be leveraged to enact price
increases in subsequent periods. Overall, social influence raises both consumer surplus
and firm profits, thus enhances the social welfare.

Heterogeneous Effects Across Products To understand the incentive for firms to adopt
the invest–harvest pricing strategy in the presence of social influence, I first examine the
heterogeneity in price adjustments and profit gains. Table 20 reports the heterogeneous
price adjustment by the unobserved product quality. I group the products into three
groups of low, middle and high quality, using the 30th and 60th percentile of ξ distri-
bution. The upper panel shows the adjustments of release prices. It suggests that when
social influence is present, the average release price for low-quality products is reduced
by 7.5 dollars (6 percent), changing from 132.5 dollars down to 125.0 dollars. The prices
for middle-quality products are on average 3.7 dollars (1.78 percent) lower, from 211.56

dollars without social influence to 207.87 dollars with social influence. The last column
suggests that the average release price for high-quality products is reduced by about
1.04 dollars (0.29 percent), from 367.56 to 366.51 dollars. Thus, social influence leads
to a more massive price drop for low-quality products. The lower panel reports the
magnitude of price adjustments when social influence is present, compared to the coun-
terfactual case. Although the overall second-period price adjustment size is 10 times
smaller than in Period 1, there is still variation by quality levels. High-quality prod-
ucts experience the largest increase in second-period price (0.193 dollars), followed by
middle-quality products (0.105 dollars) and low-quality products (0.068 dollars).

The heterogeneous price adjustments by unobserved quality can be explained by their
difference in price elasticity. Figure 9 reports that low-quality products in the data are
associated with more elastic demand. To maintain competitiveness, low-quality products
have the incentive to drop prices to a bigger magnitude in the first-period to engage
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consumers. This finding is consistent with the general theory prediction on penetration
pricing that high price elasticity of demand in the short run is the desirable condition
of an early low-price policy, i.e., a high degree of sales responsiveness to reductions in
price (Dean, 1950).

Next I explore heterogeneous effects in profits among products to understand firm’s
incentive to alter the pricing strategy with social influence. Table 21 reports the aver-
age profit of products by different qualities. First of all, the average profit of a product
increases by 3.42 percent, gaining about 0.125 million dollars in the city. Interestingly,
an average product of high-quality and middle-quality benefits more than an average
low-quality product with social influence. Due to the relatively less elastic demand,
high-quality products have the incentive not to drop introductory prices by a large mag-
nitude and slightly increase second-period prices due to the social differentiation effects.
In this way, by adopting the penetration pricing strategy with social influence, high-
quality products benefit the most. Moreover, an average product of all quality levels are
benefiting with social influence, which provides all products the incentive to adopt the
invest–harvest pricing strategies.

Decompose Consumer Surplus Lastly, I try to understand the change in consumer
surplus due to changes in the pricing strategy. Since social influence enters the utility
function additively, a positive influence parameter would mechanically increase con-
sumer welfare. Therefore, I try to decompose the change in consumer surplus into two
parts. One is the change due to the a nonzero influence parameter – “addition effect";
the other is the change due to price adjust, holding fixed the influence parameter –“price
effect”. Table 22 reports the decomposition of change in consumer surplus. In Period
1, the increase in consumer surplus is related to the nonzero social influence since new
products have zero lagged friend share. In Period 2, turning on the social influence
increases the consumer surplus by 0.29 percent, while the increased prices reduce con-
sumer surplus by 0.01 percent. Overall, the benefit in consumer surplus in the presence
of social influence remains positive. It is consistent with the finding that the increase in
the second-period prices is 10 times lower than the price drop in the first period. Two
possible reasons could limit the size of the price increase. First, the overall demand is
relative elastic with the average price elasticity of -2.9 so that the benefits of expanding
quantities dominate the benefits from increasing prices. Second, one caveat is that the
distribution of the lagged share of friends is skewed distributed, with a large fraction of
zeros. Such data feature could mitigate the social differentiation effects through peers in
the second period.
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7 Robustness Checks

I perform three robustness checks for the baseline estimate from the following perspec-
tives. First, I check if the estimate of the social influence is robust to an alternative
definition of friend. Second, given the skewed distribution of “Share Friend”, I use an
alternative dummy variable as the key regressor and see if the causal interpretation go
through. Third, I provide other robustness checks including alternative time lags and
heterogeneous effects by peers’ monthly subscription fee.

7.1 Alternative Friend Definition: Reciprocal Contacts

As discussed in Section 2, I show the baseline result using an alternative definition of
friends, reciprocal contacts. A reciprocal contact is call contact that both calls and being
called by the individual. Thus, it captures a possibly stronger relationship than the one-
way contact. Appendix table A10 shows the communication pattern for the two friend
definitions among the selected contacts. Consistent with the communication literature
(Onnela et al., 2007), call frequency and duration are right-skewed. Table A11 shows the
network size under different social contact definition. Among reciprocal contacts, the
same-carrier fraction of friends is on average 64 percent, which is higher than 44 percent
if use the baseline one-way contact definition. This is consistent with findings in the
telecom research that closer friends tend to use same carrier.

Table 23 reports the baseline result using reciprocal contacts. The OLS results are
similar to estimates in Table 5. The 2SLS results are slightly smaller than the OLS coun-
terparts. The causal impact from peers still go through and the estimate is about 0.08 to
0.10 percentage points.

7.2 Alternative Regressor: Friend Dummy

Given the skewed distribution of Share Friend variable, I also checked the alternative
regressor – a dummy variable that takes value one if there’s at least one friend using
the alternative 3 months before the phone change, and zero otherwise. Table 24 reports
the baseline result. After adding various controls, the main estimate become stable
across different specifications. Having at least one friend using a given product would
increase the average choice probability by 1 percentage point conditional on purchasing.
Table 25 reports the result of using three strategies discussed in Section 3 addressing
the correlated tastes concern. I find consistent evidence that after controlling for the
common brand tastes, the 2SLS estimate is similar to the OLS counterpart.
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7.3 Other Robustness

Alternative Time Lags Figure 10 reports the baseline coefficient in the preferred speci-
fication with alternative time lags before phone change. “-3” corresponds to t− 3 in the
main text. Each point reports the point estimate and the error bar shows the confidence
interval from a separate regression. It suggests that the main coefficient remains stable
since 2 months before phone change.

Alternative Income Proxy Table 26 shows the heterogeneous effects of peers using
average monthly plan fee as income proxy. It shows similar result as in Table 8.

8 Concluding Remarks

This paper examines how social influence affects demand, market competition, and firm
pricing strategies. To this end, I first show the existence of social influence in prod-
uct choices in a large scale mobile communication network together with data from the
Chinese smartphone market. I develop three strategies to address the correlated tastes,
including comparing different friend groups, constructing controls for phone tastes, and
using instrumental variables to partial out the correlated tastes. I find that conditional on
purchasing, a 10 percent increase in a given alternative doubles the average purchasing
probability, which is as sizable as 25% of the effect of a successful marketing campaign.
I also find suggestive evidence that social influence is motivated by status-seeking in-
centives. Social influence works stronger through wealthier peers and products with
visually distinct attributes (such as bigger screen size and more color options) than hid-
den functions (higher CPU speed and better screen resolution).

Next, going from individual spillover to aggregate effects, I develop and estimate a
structural model for the demand and a two-period dynamic pricing model, incorporat-
ing the social influence. I conduct counterfactual simulations where I reduce the impact
of social influence to be zero to study how it affects the demand for high-quality and
low-quality products differently in the market and how it affects the pricing strategy. I
find that an increase in one product’s peer ownership would strengthen its own demand
while reduces the rival’s demand at the same time. Moreover, social influence increases
the demand for high-quality products and reduces demand for low-quality products.
These results suggest the pro-competition effect of social influence. On the supply side,
counterfactual prices suggest that social influence reduces the introductory prices by
0.7 percent and increases the second-period price by 0.05 percent. Overall, it increases
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firm profits by 3.42 percent and increases consumer surplus by 1.7 percent. The price
change is pronounced for products of elastic demand. In general, this finding suggests
that with a higher degree of spillover among consumers, firms have a strong incentive
to grab higher demand at the beginning and engage in fiercer price competition.

With the rapid growth of digitization and social media, new data sources are be-
coming available now. This paper showcases a future research direction of combining
conventional market-level data with unconventional but new microdata such as social
network data to study the competition and welfare consequence of the growing com-
munication and influence from peers and opinion leaders. Other aspects utilizing social
network information, such as social targeting, are also important topics for future re-
search.
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Figures and Tables

Figure 3: Sales in Chinese Smartphone Market
Notes: The figure plots the annual sales and year-over-year growth rate of smartphones in China. The
blue line is the trend for sales; the red line is the growth trend in sales. Data Source: IDC Quarterly Mo-
bile Phone Tracker.
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Figure 4: Median Prices Since Release
Notes: The figure plots the prices by quarters from release for models released after 2015. The dark
blue line represents the median prices among all these models. Each light blue indicates a model. Data
Source: IDC Quarterly Mobile Phone Tracker.
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Figure 5: Price Trend By Brand.
Notes: The figure plots the prices of 3 most popular products in each year of Apple, Huawei, OPPO, vivo
and Xiaomi. Data Source: IDC Quarterly Mobile Phone Tracker.
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Table 1: Summary Statistics: Users

(a) Consumer Representativeness

Users National CFPS 2014

Mean Std. Dev. Mean Std. Dev.

Demographics
Female 0.35 0.48 0.46 0.50

Age (midpoint) 39.31 12.46 39.58 14.07

Age 25-34 0.29 0.45 0.23 0.42

Age 35-44 0.26 0.44 0.24 0.43

Age 45-59 0.26 0.44 0.27 0.45

Age above 60 0.08 0.28 0.09 0.29

Urban 0.61 0.49 0.64 0.48

Monthly Subscription Fee
All range 67.79 64.67 61.39 62.13

Exceeds 30 RMB 75.65 64.93 72.84 62.71

(b) Non-Buyers vs. New Buyers

Non-Buyers New Buyers
Mean SD N Mean SD N Diff. t-stat

Female 0.35 0.47 1,542,702 0.34 0.47 481,464 0.01
∗∗∗

7.16

Age (midpoint) 38.25 13.22 1,542,787 39.32 12.59 481,623 -1.07
∗∗∗ -49.51

Age 25-34 0.29 0.45 1,556,118 0.30 0.46 486,296 -0.00
∗∗∗ -6.25

Age 35-44 0.23 0.42 1,556,118 0.24 0.43 486,296 -0.02
∗∗∗ -22.77

Age 45-59 0.23 0.42 1,556,118 0.26 0.44 486,296 -0.03
∗∗∗ -41.80

Age above 60 0.08 0.26 1,556,118 0.07 0.26 486,296 0.00
∗∗∗

7.91

Urban 0.61 0.49 1,274,249 0.59 0.49 426,437 0.02
∗∗∗

25.92

Avg. monthly fee 67.36 64.81 1,582,046 69.25 64.19 491,624 -1.89
∗∗∗ -15.49

Frac. same-carrier contacts 0.43 0.49 1,656,518 0.44 0.50 497,607 -0.09
∗∗∗ -31.72

Notes: The users restricts to individuals with a valid handset brand and model during the sample period.
N. users = 2,380,331. ‘Age’ uses the midpoint of each age range. ‘Urban’ is a dummy for individuals
who live in an urban area. The last two columns in panel (a) present the national average and standard
deviation reported in 2014 CFPS among individuals with phone-related expenses that exceed 30 RMB per
month, weighted by representative national weights. *** p<0.01, ** p<0.05, * p<0.1.
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Table 2: Consumer Representativeness: Phone Ownership and Changes

Sample National

Market share of new sales IDC 2017Q2

Huawei 21.73% 21.54%
OPPO 19.75% 18.42%
Vivo 17.89% 14.74%
Apple 10.98% 7.33%
Xiaomi 10.82% 13.03%
Samsung 4.71% 3.81%

Phone change rate P.I. Research 2017

Android users 19% 16%
IOS users 21.26% 23.50%
Overall 20.3% -

Notes: The table compares sample moments to moments in national sales data and a national marketing
survey. The sample includes individuals with valid handset brand and model during the sample period.
N. users = 2,380,331. “Phone change” is identified based on the criteria described in the text. The upper
panel compares the market shares by brand among phone changers to the market share of new sales by
brand in the IDC data in 2017Q2. The lower panel compares the phone change rate to a large marketing
survey on smartphone usage and replacement behavior in China in 2017 conducted by Penguin
Intelligence Research.

Table 3: Summary Statistics: Product Attributes

Variable Mean SD Min Max SD/Mean

Price (USD) 250.89 154.097 67 708 0.602

Phone Age by Q3 2017(quarters) 5.17 2.96 0 16 0.573

Camera - main (mega pixel) 13.30 2.72 8 29 0.204

Display - Screen size (inch) 5.34 0.33 4 6.01 0.062

Display - Screen Resolution (total pixels) 1.79 0.43 0.41 2.33 0.242

Performance - CPU clock speed (GHz) 1.80 0.25 1.2 2.5 0.136

Design - Weight (g) 146.79 18.67 95.38 180 0.127

Battery capacity (Ah) 3.20 0.54 1.56 4.1 0.169

BioTouch: Fingerprint 0.69 0.32 0 1 0.459

Notes: The table reports phone attributes for models available for markets. N. products = 62 after
grouping phone models based on the closeness of major characteristics as described in Appendix B.3.
Composite model "other" in each market is also included.
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Table 4: Change to Upgrade: Phone features Old vs New

Old Phone New Phone
Mean SD Mean SD Diff t-stats

Network 4G 0.73 0.44 0.93 0.25 0.20 295.8
Camera - main (mega pixel) 10.8 3.95 12.96 3.8 2.35 342.66

Screen size (inch) 5 0.75 5.27 0.56 0.28 254.73

Screen resolution (total pixels) 1.37 0.83 1.65 0.77 0.3 219.93

CPU speed (GHz) 1.62 0.41 1.8 0.4 0.21 277.59

Weight (g) 149.78 23.99 156.53 20.25 6.86 163.47

Battery capacity (Ah) 2.61 0.77 3.02 0.72 0.42 312.54

Fingerprint 0.36 0.48 0.72 0.45 0.38 452.78

Notes: The table compares the features of the old handset and the new handset for all new buyers.

Table 5: Baseline Result: Social Influence in Product Choice

Dep. var.
Prob i chooses phone j at time t (1) (2) (3) (4) (5) (6)

Share Friend 0.18*** 0.12*** 0.11*** 0.11*** 0.10*** 0.10***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Share Future Friend 0.01** 0.005

(0.004) (0.003)
Share Same-old-brand 0.73*** 0.73***

(0.04) (0.04)

Observations 4,218,170 4,218,170 4,218,170 4,218,170 4,218,170 4,218,170

R-squared 0.010 0.013 0.022 0.065 0.098 0.098

Resid. Neighbohood x brand FE Yes Yes Yes Yes Yes Yes
Controls No Yes Yes Yes Yes Yes
Product x month No No Yes Yes Yes Yes

Notes: One unit of observation is an individual-model pair. “Share Friend” is the share of friends using
phone j three months prior to time t. “Share Future Friend” is defined analogously, except using people
who befriend individual i after time t. In other words, this is the fraction among the set of future friends
who are using phone j at time t− 3. “Share of Same-old-brand” is defined using non-friend new-phone
buyers who shared the same phone brand as individual i’s old phone model. This variable is the fraction
of these users who use phone model j at time t − 3. “Controls” include individual characteristics, the
interaction of individual by phone attributes, and the average characteristics of peers as described in Sec-
tion 3 Model 1. Product-by-month fixed effects are included in Columns 3-6. Column 6 is the preferred
specification. Standard errors are in parentheses and clustered at the neighborhood by model level. ***
p<0.01, ** p<0.05, * p<0.1.
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Table 6: Falsification Test: Social Influence vs. Correlated Tastes

Dep. var.
Prob i chooses phone j at time t (1) (2) (3) (4)

Share Friend 0.11*** 0.11*** 0.10*** 0.10***
(0.01) (0.01) (0.01) (0.01)

Share Future Friend 0.01** 0.01** 0.005 0.008

(0.004) (0.006) (0.003) (0.007)
Share Same-old-brand 0.73*** 0.73***

(0.04) (0.04)

Observations 4,218,170 2,082,518 4,218,170 2,082,518

R-squared 0.065 0.072 0.098 0.105

Resid. Neighbohood x brand FE Yes Yes Yes Yes
Friend control Yes Yes Yes Yes
Product x month FE Yes Yes Yes Yes
Middle Months No Yes No Yes

Note: One unit of observation is an individual-model pair. Columns 2 and 4 restrict to the subsample
of individuals who change phones in the middle of the sample period (the fourth to the eighth month)
to allow for enough observations on future friends . “Share Friend” is the share of friends using phone
j three months prior to time t. “Share Future Friend” is defined analogously, except using people who
befriend individual i after time t. In other words, this is the fraction among the set of future friends who
are using phone j at time t− 3. “Share of Same-old-brand” is defined using non-friend new-phone buy-
ers who shared the same phone brand as individual i’s old phone model. This variable is the fraction of
these users who use phone model j at time t− 3. “Controls” include individual characteristics, the inter-
action of individual by phone attributes, and the average characteristics of peers as described in Section
3 Model 1. Product-by-month fixed effects are included in all columns. Standard errors are in parenthe-
ses and clustered at the neighborhood by model level. *** p<0.01, ** p<0.05, * p<0.1.
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Table 7: IV results: Social Influence in Product Choice

Dep. var. (1) (2) (3) (4) (5)
Prob i chooses phone j at time t OLS IV OLS First stage IV

Share Friend 0.18*** 0.13*** 0.11*** 0.11***
(0.01) (0.02) (0.01) (0.01)

Share Friends’ Neighbors 0.11***
(0.01)

Friends’ neighbors avg. CPU speed -0.02**
(0.01)

Friends’ neighbors avg. 4G -0.04***
(0.01)

Observations 4,218,170 4,218,170 4,218,170 4,218,170 4,218,170

R-squared 0.010 – 0.022 – –
Resid. Neighbohood x brand FE Yes Yes Yes Yes Yes
Controls No No Yes Yes Yes
Product x month FE No No Yes Yes Yes
Weak IV test (F-stat) – 580.5 – – 639.83

Notes: One unit of observation is an individual-model pair. Columns 1 and 3 report the OLS estimates
specified as in Table 5 columns 1 and 3. Columns 2 and 5 report the 2SLS counterparts using the choices
and average phone attributes of the residential neighbors of friends as IV for ‘Share Friend’. Column 4

reports the first-stage for column 5. “Share Friend” is the share of friends using phone j three months
prior to time t. “Controls” include individual characteristics, the interaction of individual by phone at-
tributes, and the average characteristics of peers as described in Section 3 Model 1. Standard errors are
in parentheses and clustered at the neighborhood by model level. *** p<0.01, ** p<0.05, * p<0.1.
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Table 8: Mechanism: Status-Seeking by Peers’ Income Levels

Dep. var.
Prob i chooses phone j at time t (1) (2)

Share Friend of
HP > 19000 0.051***

(0.005)
HP 5300-19000 0.045***

(0.006)
HP ≤ 5300 0.033***

(0.010)
Higher House Price 0.058***

(0.010)
Similar or Lower House Price 0.023**

(0.010)

Observations 4,002,782 4,002,782

R-squared 0.096 0.098

Residence Neighborhood FE Yes Yes
Controls Yes Yes
Product by month Yes Yes

Notes: The table compares the social influence by friends of different income levels. One unit of observa-
tion is an individual-model pair. Key independent variable “Share Friend” is re-constructed from friends
in different reference group by house price per square meter. 5300 and 19000 RMB per square meter are
the 25th and 75th percentile of the distribution. “Higher" refers to friends whose house prices per square
meters are at least one standard deviation (2000 RMB) higher than the new buyer’s house price, other-
wise belongs to “Similar or Lower”. Own house price are included in column 2. Standard errors are in
parentheses and clustered at the neighborhood by model level. *** p<0.01, ** p<0.05, * p<0.1.
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Table 9: Mechanism: Status Seeking by Visual Attributes

Dep. var. Visual Attributes Hidden Attributes
Prob i chooses phone j at time t (1) (2) (3) (4) (5)

Share Friend 0.056*** 0.094*** 0.066*** 0.094*** 0.120***
(0.008) (0.013) (0.008) (0.012) (0.012)

Bigger Screen -0.003

(0.002)
Share Friend x Bigger Screen 0.056***

(0.012)
More color option -0.001

(0.002)
Share Friend x More color option 0.037*

(0.019)
Three cameras -0.001

(0.002)
Share Friend x Three cameras 0.052***

(0.015)
High CPU Speed 0.004

(0.003)
Share Friend x High CPU Speed 0.021

(0.025)
Better Screen Resolution -0.030***

(0.003)
Share Friend x Better Screen Resolution -0.016**

(0.007)
Constant 0.003 -0.009 -0.009 -0.011 0.012

(0.012) (0.013) (0.017) (0.016) (0.011)

Observations 4,218,170 4,082,100 4,218,170 4,218,170 4,218,170

R-squared 0.096 0.096 0.097 0.096 0.096

Controls Yes Yes Yes Yes Yes
Residence neighborhood FE Yes Yes Yes Yes Yes
Brand x month Yes Yes Yes Yes Yes

Notes: The table reports the heterogeneous effects of social influence by product attributes. One unit
of observation is an individual-model pair. “Share Friend” is the share of friends using phone j three
months prior to time t. In all columns, I control for key product attributes (screensize, camera resolution,
CPU speed, weight and price), interactions of individual-product characteristics, friend demographic
shares, and share of same-old-brand non-contacts. Brand-by-month fixed effects are controlled. Standard
errors are in parentheses and clustered at neighborhood by brand level. *** p<0.01, ** p<0.05, * p<0.1.
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Table 10: Mechanism: Same Operating System

Dep. var.
Prob i chooses phone j at time t (1) (2) (3)

Share Friend 0.101*** 0.085*** 0.085***
(0.009) (0.007) (0.007)

Share Same OS as j 0.004** 0.001

(0.002) (0.001)
Share Same Brand as j 0.020*** 0.019***

(0.005) (0.004)
Share Same-old-brand 0.729*** 0.725*** 0.725***

(0.039) (0.039) (0.039)

Observations 4,218,170 4,218,170 4,218,170

R-squared 0.098 0.098 0.098

Resid. Neighbohood x brand FE Yes Yes Yes
Friend control Yes Yes Yes
Product x month FE Yes Yes Yes

Notes: The table reports the additional effects of social influence from same operating system and same
brand. One unit of observation is an individual-model pair. “Share Same OS(Brand) as j” is the share of
friends use or change to the same operating system (brand) as the given product three months prior to
the phone change. Standard errors are in parentheses and clustered at the neighborhood by model level.
*** p<0.01, ** p<0.05, * p<0.1.

Table 11: Mechanism: Inconsistent with Information Sharing

Dep. var.
Prob i chooses phone j at time t (1) (2)

Share Friend
and Pre-exist coworker 0.039***

(0.010)
and Newly joined coworker 0.009

(0.027)
Longer Relationship 0.084***

(0.03)
Shorter Relationship 0.050

(0.03)

Observations 273,358 4,218,170

R-squared 0.099 0.096

Resid. Neighbohood x brand FE Yes Yes
Controls Yes Yes
Product by month Yes Yes

Notes: The table reports the heterogeneous effects of social influence by information sources. One unit
of observation is an individual-model pair. “Share Friend” is the share of friends using phone j three
months prior to time t. Longer friendship considers friends who start the first call in week 30 or earlier,
otherwise shorter. Standard errors are in parentheses and clustered at the neighborhood by model level.
*** p<0.01, ** p<0.05, * p<0.1.
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Table 12: Demand Estimates

Est. S.E.

First Stage Parameters
Share Friend 2.815 0.153

Interactions
Share Friend x (Income >75th percentile) -0.247 0.111

Share Friend x Call minutes (per thsd) 0.302 0.051

Price x (Income >75th percentile) 0.204 0.043

Screen size x Age 0.029 0.001

Camera x Age -0.003 0.000

CPU Speed x Age 0.029 0.002

Deviations
σp Price 0.600 n.a.
σ2 Screen size 0.822 0.055

σ3 Camera 0.000 0.009

σ4 CPU Speed 0.002 0.062

σ5 Weight 0.000 0.005

Log likelihood -9954.1122

Observations 187,316

Second Stage Linear Parameters
Price -1.032 0.110

Screen size 0.693 0.164

Camera resolution 0.187 0.018

Weight -0.011 0.003

CPU Speed 0.538 0.164

Apple (omitted) (omitted)
Huawei -2.209 0.311

OPPO -2.509 0.237

Samsung -2.723 0.265

Xiaomi -2.458 0.311

Vivo -2.433 0.259

Observations 1,142

Notes: First stage parameters are obtained using 187,316 individual-model observations from a 1%
random sample of 5,000 new buyers. σp is calibrated to be 0.60 so that the aggregate price elasticity
equals to the industry estimate of -1.74. 1,142 product-market fixed effects are estimated out from the
first stage constrained simulated likelihood maximization. The second stage is estimated including 7

brand fixed effects (Apple, Huawei, Xiaomi, OPPO, vivo, Samsung and others), 30 market fixed effects
and phone ages on the estimated product-market fixed effects obtained in the first stage. Linear
parameters are obtained through 2SLS IV regression. Cragg-Donald Wald F statistics is 46.64.
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Table 13: Robustness: Other Demand Specifications

Est. S.E. Est. S.E. Est. S.E. Est. S.E. Est. S.E.

First Stage Parameters
Share Friend 3.409 0.134 3.502 0.156 2.821 0.176 2.822 0.176 2.779 0.180

Interactions
Price x (Income >75th percentile) 0.131 0.040 0.131 0.040 0.142 0.034 0.240 0.026 0.148 0.030

Share Friend x (Income >75th percentile) -0.317 0.284

Share Friend x Call minutes (per thsd) 0.327 0.057 0.323 0.057 0.277 0.058

Screensize x Age 0.029 0.002

Camera x Age -0.004 0.000

CPU speed x Age 0.033 0.002

Deviations
σp Price 0.0002 0.0301 0.0002 0.0301 0.0002 0.0293 0.0002 0.027 0.000 0.026

σ2 Screensize 0.866 0.063

σ3 Camera resolution 0.000 0.011

σ4 CPU speed 0.005 0.078

σ5 Weight 0.001 0.006

Log likelihood -10610.279 -10609.643 -10591.232 -10562.735 -10491.5947

Second Stage Linear Parameters
Price -1.174 0.126 -1.175 0.126 -1.206 0.132 -1.185 0.128 -1.108 0.128

Screen size 0.936 0.189 0.935 0.189 0.948 0.197 0.913 0.192 0.946 0.191

Camera resolution 0.187 0.020 0.187 0.020 0.184 0.021 0.171 0.021 0.190 0.021

Weight -0.016 0.003 -0.016 0.003 -0.017 0.003 -0.016 0.003 -0.015 0.003

CPU speed 0.666 0.189 0.668 0.189 0.736 0.197 0.751 0.192 0.589 0.191

Notes: This table reports the result using other demand specifications. First stage parameters are obtained using 187,316 individual-model
observations from a 1% random sample of 5,000 new buyers. 1,142 product-market fixed effects are estimated out from the first stage constrained
simulated likelihood maximization. The second stage is estimated including 7 brand fixed effects (Apple, Huawei, Xiaomi, OPPO, vivo, others
and fringe), 30 market fixed effects and phone ages on the estimated product-market fixed effects obtained in the first stage. Linear parameters
are obtained through 2SLS IV regression.
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Table 14: Model Fit: Share Among New Buyers

N. models Data all Predicted

By Vintage
Models 2017 11 9.65% 10.26%
Models 2016 34 50.41% 49.95%
Models 2015 10 13.19% 12.96%
Models before 2015 6 11.94% 12.34%
Fringe 1 6.50% 5.61%

By Brand
Top-Five brands 36 71.04% 71.34%

Apple 6 6.74% 6.22%
Huawei 11 18.01% 18.64%
Xiaomi 6 9.41% 9.23%
OPPO 5 18.90% 18.93%
vivo 8 17.98% 18.33%

Other 25 12.90% 12.35%
Samsung 2 3.11% 3.00%
Lenovo 4 0.47% 0.47%

CoolPad 4 0.65% 0.62%
Meizu 3 3.70% 3.49%
LeTV 2 1.42% 1.36%
Nokia 5 0.41% 0.39%
ZTE 1 0.09% 0.09%

Nubia 1 0.12% 0.11%
Gionee 1 2.72% 2.63%

360 1 0.22% 0.21%
Fringe 1 6.50% 5.61%

Notes: This table reports the actual and predicted share for models of different release years and by
brand. The actual share is the share among all new buyers. The predicted share is obtained using a 1%
random sample of 5,000 new buyers.
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Table 15: Median Own and Cross-Price Elasticities

Apple OPPO Apple Vivo Huawei OPPO Huawei Vivo Xiaomi Vivo Xiaomi
Model iPhone 6s R7 iPhone 5s V3 Max P8 R9s Plus Mate 8 X6s Plus MI 4 Y37 Redmi 3S

Apple iPhone 6s -4.168 0.094 0.228 0.060 0.107 0.137 0.017 0.015 0.025 0.010 0.000

OPPO R7 0.074 -2.216 0.115 0.059 0.024 0.032 0.015 0.015 0.007 0.008 0.000

Apple iPhone 5s 0.098 0.065 -2.373 0.048 0.032 0.035 0.015 0.016 0.008 0.007 0.000

Vivo V3 Max 0.071 0.082 0.116 -2.020 0.022 0.031 0.016 0.014 0.007 0.008 0.000

Huawei P8 0.298 0.116 0.277 0.078 -6.287 0.105 0.031 0.017 0.027 0.010 0.000

OPPO R9s Plus 0.782 0.168 0.323 0.118 0.113 -7.492 0.030 0.030 0.022 0.013 0.000

Huawei Mate 8 0.060 0.094 0.173 0.076 0.041 0.037 -3.281 0.059 0.015 0.010 0.000

Vivo X6s Plus 0.073 0.127 0.236 0.088 0.030 0.049 0.080 -4.342 0.015 0.012 0.001

Xiaomi MI 4 0.003 0.026 0.049 0.019 0.020 0.015 0.008 0.006 -1.197 0.050 0.000

Vivo Y37 0.009 0.081 0.116 0.056 0.020 0.025 0.016 0.015 0.278 -2.208 0.000

Xiaomi Redmi 3S 0.009 0.034 0.025 0.028 0.000 0.004 0.007 0.009 0.002 0.003 -0.640

Notes: The table reports the median own and cross-price elasticities across markets for top 10 popular products in Q4 2016. The rows and
columns are ranked by the descending order of the market shares. Cell entries i, j where i indexes row and j column, gives the percent change in
market share of model i with one percent change in price of j. Each entry represents the median of the elasticities from the 30 markets
(urban/subruban/rural by 10 months).
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Table 16: Marginal Effects of Lagged Friend Share on Purchase Probabilities (Estimated
Percentage Changes)

OPPO R7 Huawei P8 Vivo V3 Max iPhone 6s Xiaomi MI4

OPPO R7 0.670 -0.016 -0.018 -0.013 -0.013

Huawei P8 -0.016 0.764 -0.015 -0.014 -0.015

Vivo V3 Max -0.018 -0.015 0.630 -0.012 -0.013

iPhone 6s -0.013 -0.014 -0.012 0.641 -0.013

Xiaomi MI4 -0.013 -0.015 -0.013 -0.013 0.681

Notes: The table reports the average percentage change in the purchase probabilities arising from
increasing the lagged share of friends by 10 percent for the top products in brand Apple, Huawei, OPPO,
vivo and Xiaomi in Q4 2016. Because they are percentage changes, they do not sum up to one. Cell
entries i, j where i indexes row and j column, gives the percentage change in market share of product j
with a 10 percent increase in share of friends using product i.

Table 17: Marginal Costs

Y = Ln(mc) Full Dynamics (T =2)

Ln(X) Est. S.E.

Screen size 5.013 1.704

CPU Speed 0.876 0.243

Battery capacity 0.327 0.359

Camera Resolution 0.578 0.134

Weight -2.772 0.952

T=2 -0.230 0.073

Baseline = Others
Apple 1.752 0.174

Huawei 0.0810 0.139

OPPO 0.465 0.148

Samsung 0.525 0.210

Xiaomi -0.656 0.231

Vivo 0.244 0.147

Observations 115

Notes: The table reports the cost coefficients from a log-log specification. “T=2” is a dummy for the
second period. The number of observation is 115, including 57 models available in Period 1 (Q4 2016 and
Q1 2017) and 58 new models available in Period 2 (Q2 2017 and Q3 2017).
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(a) (b)

Figure 6: Social Influence on Demand By Quality
Notes: The figure plots percent change in market share by unobserved quality with social influence
compared to the case without social influence. X-axis in (a) is the mean utility from demand; X-axis in (b)
is unobserved quality estimated from the demand system. Y-axis is the average percent change in market
share when social influence is present compared to when social influence is absent for each product
across all markets.

Table 18: Social Influence Enlarges Demand Gap between High vs. Low-Quality Products

ξ
Market share Below Median Above Median Gap

θ = 0 0.448 0.552 0.103

θ = θ∗ 0.431 0.569 0.138

Notes: The table reports the market shares for products below and above the median quality (ξ). “Gap” is
the difference between market share of above-median products and below-median products. θ = 0
represents the counterfactual scenario without social influence. θ > 0 represents the case with social
influence.

64



Figure 7: Total Sales By Quality
Notes: X-axis is ξ, the unobserved quality estimated from the demand system. Y-axis is the total sales for
each product during the sample period.

Table 19: Counterfactual Prices, Profits and CS Without Social Influence

Average P1 Average P2 Total Profits CS
(USD) (USD) (Million) (Million)

θ = 0 268.432 250.407 127.801 75.938

θ = θ∗ 266.555 250.544 132.172 77.250

Yθ∗ −Y0 -1.876 0.137 4.371 1.312

(Yθ∗ −Y0)/Y0 -0.70% 0.05% 3.42% 1.70%

Notes: The table reports the counterfactual prices, profits and consumer surplus when social influence is
set to zero. The last row reports the percent change of each variable taking the counterfactual scenario as
the baseline.
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Figure 8: Heterogeneous Price Changes Due to Social Influence
Notes: The figure reports the average price changes by product quality due to social influence,taking the
counterfactual scenario as the baseline. ξ is the unobserved quality estimated from the demand system.
Three quality levels are grouped based on the 30th and 60th percentile of ξ distribution. The blue bar on
the left-hand side for each quality level is the change in release prices; the orange bar on the right-hand
for each quality level is the change in second-period price.
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Table 20: Heterogeneous Price Changes Due to Social Influence

ξ

Average Low Middle High

Panel A: Release Price (USD)

θ = 0 268.432 132.505 211.562 367.555

θ = θ∗ 266.555 125.000 207.866 366.507

pθ∗ − p0 -1.876 -7.505 -3.696 -1.048

(pθ∗ − p0)/p0 -0.70% -6.00% -1.78% -0.29%

Panel B: Second-period Price (USD)

θ = 0 250.407 122.098 211.721 340.353

θ = θ∗ 250.544 122.167 211.826 340.546

pθ∗ − p0 0.137 0.068 0.105 0.193

(pθ∗ − p0)/p0 0.05% 0.06% 0.05% 0.06%

Notes: The table reports the average prices with and without social influence by product quality. ξ is the
unobserved quality estimated from the demand system. Three quality levels are grouped based on the
30th and 60th percentile of ξ distribution. Panel A reports the release prices, i.e., P1. Panel B reports the
second-period prices, i.e., P2. The last row in each panel reports the percent change of each variable,
taking the counterfactual scenario as the baseline.

Table 21: Heterogeneous Average Profit Changes Due to Social Influence

Average Profits ξ

(Million) ALL Low Middle High

θ = 0 3.776 0.331 4.940 5.297

θ = θ∗ 3.651 0.327 4.715 5.034

πθ∗ − π0 0.125 0.004 0.225 0.263

πθ∗ − π0/π0 3.42% 1.30% 4.77% 5.22%

Notes: The table reports the average profit with and without social influence by product quality. ξ is the
unobserved quality estimated from the demand system. Three quality levels are grouped based on the
30th and 60th percentile of ξ distribution. The last row reports the percent change of each variable,
taking the counterfactual scenario as the baseline.
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Figure 9: Own-Price Elasticity and Unobserved quality ξ

Notes: The x-axis is ξ, the unobserved quality estimated from the demand system. Y-axis is the median
own-price elasticity for each product across markets calculated using the demand estimates.

Table 22: Decompose ∆CS Due to social influence

CS Period1 CS Period2

(Million) (Million)

Addition Effect
θ = 0, P = P(0) 39.484 36.454

θ = θ∗, P = P(0) 39.484 36.561

∆CSθ 0 0.29%

Price Effect
θ = θ∗, P = P(θ∗) 40.691 36.559

∆CSP 2.97% -0.01%

∆CSθ + ∆CSP 2.97% 0.28%

Notes: The table decomposes the change in consumer surplus due to social influence. The first panel
shows the addition effect due to the inclusion of a positive term of share of friends in the utility
specification. The second panel shows the change in consumer surplus due to adjustment in pricing
strategies, holding the social influence constant.
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Table 23: Baseline Robustness: Reciprocal Contacts

Dep. var. (1) (2) (3)
Prob i chooses phone j at time t OLS OLS IV

Share Friend 0.10*** 0.09*** 0.08***
(0.01) (0.01) (0.01)

Share Future Friend 0.003

(0.003)
Share Same-old-brand 0.73*** 0.73*** 0.74***

(0.04) (0.04) (0.04)

Observations 4,218,976 4,218,976 4,171,236

R-squared 0.096 0.096 –
Resid. Neighbohood x brand FE Yes Yes Yes
Controls Yes Yes Yes
Product x month FE Yes Yes Yes
J test (J-stat) – – 466.6
Weak IV test (F-stat) – – 1380

Notes: The table reports the robustness check using reciprocal contacts as the friend definition. One unit
of observation is an individual-model pair. Regressors are defined in the same way as in Model 1 using
reciprocal contact definition. Columns 1 and 2 report the OLS estimates specified as Table 5 columns 5

and 6. Column 3 reports the 2SLS counterparts using the choices and average phone attributes of the
residential neighbors of reciprocal friends as IV for ‘Share Friend’. Standard errors are in parentheses
and clustered at the neighborhood by model level. *** p<0.01, ** p<0.05, * p<0.1.
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Table 24: Baseline Robustness: Alternative Regressor Friend Dummy

Dep. var.
Prob i chooses phone j at time t (1) (2) (3) (4) (5) (6)

Friend 0.03*** 0.01*** 0.01*** 0.01*** 0.01*** 0.01***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Future Friend 0.001*** -0.000

(0.000) (0.000)
Share Same Brand 0.73*** 0.73***

(0.01) (0.01)

Observations 4,218,976 4,218,976 4,218,976 4,218,976 4,218,976 4,218,976

R-squared 0.009 0.015 0.062 0.062 0.095 0.095

Residential Cell FE Yes Yes Yes Yes Yes Yes
Controls No Yes Yes Yes Yes Yes
Product x month FE No No Yes Yes Yes Yes

Notes: The table reports the robustness check using a dummy variable as the key regressor. One unit
of observation is an individual-model pair. ‘Friend’ is a dummy takes value one if there is at least a
friend in the peer group that uses or changes to j three months prior to time t, zero otherwise. ‘Future
Friend’ takes value one if there is a friend known after the phone purchase that uses or changes to j
three months prior to time t, zero otherwise. “Share of Same-old-brand” is defined using non-friend
new-phone buyers who shared the same phone brand as individual i’s old phone model. This variable
is the fraction of these users who use phone model j at time t − 3. “Controls” include individual char-
acteristics, the interaction of individual by phone attributes, and the average characteristics of peers as
described in Section 3 Model 1. Standard errors are in parentheses and clustered at the neighborhood by
model level. *** p<0.01, ** p<0.05, * p<0.1.

Table 25: Addressing Correlated Tastes: Alternative Regressor Friend Dummy

Dep. var. (1) (2) (3)
Prob i chooses phone j at time t OLS OLS IV

Friend 0.01*** 0.01*** 0.01***
(0.001) (0.001) (0.002)

Future Friend 0.001** -0.000

(0.000) (0.000)
Share Same-old-brand 0.73*** 0.73***

(0.01) (0.04)

Observations 4,218,976 4,218,976 4,218,976

R-squared 0.062 0.095 –
Resid. Neighbohood x brand FE Yes Yes Yes
Controls Yes Yes Yes
Product x month FE Yes Yes Yes
Weak IV test (F-stat) – – 532.1

Notes: One unit of observation is an individual-model pair. Variables are the same as in Table 24.
Columns 1 and 2 report the OLS estimates specified as columns 5 and 6 Table 24. Column 3 reports the
2SLS counterpart using the choices and average phone attributes of the residential neighbors of friends
as IV for “Friend”. Standard errors are in parentheses and clustered at the neighborhood by model level.
*** p<0.01, ** p<0.05, * p<0.1.
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Figure 10: Baseline Robustness: Alternative time lags

Notes: The figure plots the coefficient on “Share Friend” using alternative time lags t− 6, t− 5, t− 4, t− 2
and t− 1. That is, the share of friends using phone j 6/5/4/2/1 months prior to time t. Each point is the
point estimate and the error bar represents the confidence interval in a separate regression using the new
regressor in the preferred specification as column 6 in Table 5.
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Table 26: Robustness: Status-seeking

Dep. var.
Prob i chooses phone j at time t (1) (2)

Share Friend of
Fee >136 0.074***

(0.012)
Fee 18-136 0.061***

(0.011)
Fee ≤ 18 0.051***

(0.008)
Higher Fee 0.083***

(0.010)
Similar or Lower Fee 0.050***

(0.010)

Observations 4,128,580 4,128,580

R-squared 0.096 0.098

Residence Neighborhood FE Yes Yes
Controls Yes Yes
Product by month Yes Yes

Notes: The table compares the social influence by friends of different income proxied by monthly fee.
One unit of observation is an individual-model pair. Key independent variable “Share Friend” is re-
constructed from friends in different reference group by monthly plan fee. 18 and 136 RMB are the 25th
and 75th percentile of the distribution. “Higher" refers to friends whose monthly plan fees are at least
one standard deviation (40 RMB/mon) higher than the phone buyer’s fee, otherwise belongs to “Simi-
lar or Lower”. Own monthly plan fee is included in column 2. Standard errors are in parentheses and
clustered at the neighborhood by model level. *** p<0.01, ** p<0.05, * p<0.1.
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Appendix

A Summary Statistics

Table A1: Data Structure Example

pid month product choice ShareFriend Female ShareFemale

103001 4 1 0 0.13 1 0.25

103001 4 2 1 0.4 1 0.23

103001 4 3 0 0.05 1 0.4
103001 4 4 0 0.1 1 0.6
103001 4 5 0 0.1 1 0.1
103001 4 6 0 0.07 1 0.2
103001 4 7 0 0.1 1 0.3
103001 4 8 0 0.05 1 0.1

Table A2: Summary Statistics: Current vs. Future Friends

Variable Obs Mean Std. Dev. Min Max

Share Friend 4,218,170 0.016 0.076 0 1

Share Future Friend 4,218,170 0.014 0.072 0 1

Figure A1: Distribution of Share Friend
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Table A3: Summary Statistics: Share of Friends by Different Groups

Mean SD N

Share Longer Friendship 0.009 0.040 4,861,999

Share Shorter Friendship 0.007 0.034 4,861,999

Share Higher HP 0.002 0.021 4,846,788

Share Lower or Similar HP 0.007 0.038 4,846,788

Share Pre-existing Coworkers 0.0159 0.089 278,628

Share newly-joined Coworkers 0.0002 0.010 278,628

Table A4: Balance Test by same-carrier fraction

Below Median Above Median
Mean SD N Mean SD N Diff. t-stat

Female 0.33 0.47 1,025,318 0.35 0.48 952,021 -0.02
∗∗∗ -36.43

Age (midpoint) 36.72 12.91 1,025,432 38.44 13.28 952,164 -1.72
∗∗∗ -92.18

Reside in urban 0.50 0.50 837,973 0.49 0.50 827,597 0.01
∗∗∗

8.85

Work in urban 0.50 0.50 701,327 0.50 0.50 708,290 0.00
∗∗∗

4.16

Born outside the Province 0.59 0.49 1,040,873 0.61 0.49 985,527 -0.02
∗∗∗ -29.88

Notes: The table shows comparison of covariates by the fraction of same-carrier baseline one-way con-
tacts. The cutoff is the median of the distribution, 34 percent.

Table A5: Friend and Pairwise Characteristics: Current vs. Future Friends

(a) Friend Characteristics

Current friends Future friends
Mean SD N Mean SD N Diff. t-stat

Female 0.31 0.46 1,096,494 0.31 0.46 573,116 0.01
∗∗∗

8.30

Age (midpoint) 39.58 11.24 1,096,808 38.36 11.34 573,268 1.22
∗∗∗

66.31

Reside in Urban 0.55 0.50 1,047,993 0.56 0.50 555,081 -0.01
∗∗∗ -16.81

(b) Pairwise Characteristics

Current friends Future friends
Mean SD N Mean SD N Diff. t-stat

Same gender 0.62 0.49 1,075,047 0.60 0.49 561,032 0.02
∗∗∗

19.94

|Age A - Age B| 9.66 9.05 1,076,029 10.29 9.05 561,421 -0.63
∗∗∗ -42.46

Both urban 0.45 0.50 981,469 0.46 0.50 520,835 -0.01
∗∗∗ -6.96

Urban-rural 0.10 0.30 981,469 0.11 0.31 520,835 -0.01
∗∗∗ -16.01

Rural-urban 0.10 0.30 981,469 0.11 0.31 520,835 -0.01
∗∗∗ -12.63

Both rural 0.35 0.48 981,469 0.33 0.47 520,835 0.02
∗∗∗

25.64

N. calls per month 1.70 0.91 1,157,182 1.78 0.97 611,774 0.32
∗∗∗

84.52

Notes: One observation is a call link A-B, where A is the phone changer. Characteristics of B is reported
in panel (a). Difference in observables between A and B is reported in panel (b) .
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Table A6: Summary Statistics: Prices of New Products

Mean SD N

P1 (Release price) 266.555 174.845 34

P2 244.267 162.579 34

Notes: The table shows the release price and the latest prices in Period 2 (Q2 2017-Q3 2017) for products
released from Q2 2016 to Q1 2017.
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Table A7: New Buyer Demographics By Month of Purchase

Month of purchase Dec 2016 Jan 2017 Feb 2017 March 2017 April 2017 May 2017 June 2017 July 2017 Aug 2017 Sep 2017

Female 0.36 0.37 0.38 0.39 0.38 0.38 0.37 0.36 0.34 0.35

(0.48) (0.48) (0.49) (0.49) (0.49) (0.48) (0.48) (0.48) (0.47) (0.48)

Age (midpoint) 37.34 40.02 40.17 39.79 39.51 39.09 38.78 38.67 38.69 37.99

(13.18) (11.85) (12.38) (12.68) (12.82) (12.58) (12.57) (12.82) (12.70) (12.85)

Urban 0.57 0.59 0.61 0.60 0.58 0.58 0.59 0.57 0.57 0.56

(0.50) (0.49) (0.49) (0.49) (0.49) (0.49) (0.49) (0.49) (0.49) (0.50)

Avg month plan fee 7.33 9.52 8.01 7.44 7.23 7.85 8.35 7.95 7.94 7.65

(9.43) (10.69) (9.45) (9.01) (8.89) (9.28) (9.89) (9.45) (9.67) (9.34)

House price per square meter 1908.46 1958.74 1975.49 1949.96 1918.95 1936.06 1945.66 1930.38 1924.68 1911.32

(715.25) (716.68) (716.30) (718.35) (718.38) (714.92) (712.90) (717.16) (716.86) (714.76)

Total duration (minutes) of calls 3065.70 4201.96 3811.81 3412.43 3244.01 3517.17 3765.36 3446.18 3368.51 3158.82

(3820.19) (4082.76) (4305.47) (3794.86) (3724.91) (3932.16) (4200.31) (4347.01) (3975.64) (3829.16)

Total number of calls 1996.16 2784.30 2466.27 2202.62 2115.02 2326.03 2471.61 2263.69 2242.57 2105.50

(2496.71) (2671.36) (2666.13) (2424.63) (2413.91) (2661.62) (2818.69) (2654.53) (2676.26) (2624.48)

Notes: The table shows the demographic information (gender, age, urban), income proxies (monthly plan fee, house price) and phone use in-
tensity (total duration and number of calls in one year) for new buyers by the month of purchase. There is no obvious compositional difference
among new buyers in different months.
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B Research File for Sample Construction

B.1 New Buyer Sample

Relying on the weekly tracker of devices, I identify the newly made choices during
the sample period through the change of devices. A phone change is identified if the
following criteria hold:

1. One sim card experienced more than one devices (brand + model) in the sample
periods

2. There is no re-occurrence of a previously held device

3. Holding the new device for at least one month

4. holding at least one previous device for at least one month

Table A8: Sample Selection

N. Users % remain
3,061,230

Mobile devices 2,740,754 89.53%
(-) multiple-device holders* 2,740,650 89.53%
(-) users contract with phone bundle

and “one sim dual terminal” plans 2,685,837 87.45%
(-) users observed less than 2 months 2,380,331 77.76%

Notes:Multiple-device holders are identified if one sim card experiences several devices and switch back
and forth between them. (“A-A-B-A-B-A”)
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Figure A2: Phone Change: Top 100 Frequent Phone Sequences

Notes: The figure shows the top 100 most frequent sequence of phone sequences in the weekly tracker
data for phone buyers. The top 100 patterns accounts for 26.5 percent among 514,141 new buyers. For
example, the bottom segment is the most frequent pattern that uses “phone 1” for 12 weeks, then unde-
termined device for 1 week, followed by “phone 2” for 44 weeks.

B.2 Dyad selection and Contact definition

Call records capture the real-world social contacts. To rule out accidental calls from
unknown parties and business entities, two levels of filtering are conducted to exclude
links that are infrequently contacted. The criteria are chosen based on both total call
frequency and duration in twelve months. A pair of call contacts (i, m) are excluded if
either of the following two criteria hold:

1. total call duration is less than 10th percentile of the nonzero call distribution (16

seconds).

2. on average call each other less than one call per quarter.

Table A9 reports the process of the call contact selection. Limiting the minimum call
duration in sample period to be 16 seconds helps to remove potential accidental calls
by around 10% from the raw data. The average quarterly call frequency criteria further
excludes around 45% of the pairs. In this way, accidental and infrequent call contacts
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are filtered out. So after two steps of selection, I end up with 172 million pairs of call
contacts.

Table A9: Call Contact Selection

N. dyads % remain

All pairs 390,209,050

Total duration at least 16 seconds 353,449,502 90.58%
On average at least one call per quarter 172,843,963 44.30%

After dropping infrequent links, I refer a call contact as a social contact. Analogous
to Onnela et al. (2007) and Marlow (2009), based on the feature of the CDRs, I refine the
following definition for friends to represent closer friendship and greater frequency of
interaction.

Baseline (“Friend 1"): A link represents directional communication if the user called
to the friend at the other end of the link at least once during observation period (whether
or not the calls were reciprocated).

Reciprocal (“Friend 2"): A link represents reciprocal (mutual) communication, if the
user both initiated a call to the friend at the other end of the link, and also received a
call from them during the observation period.

Table A10: Dyad-level: Call time and Frequency

N. of pairs Mean SD p25 p50 p75 Min Max

Friend1: Baseline one-way
Frequency 172,843,963 18.16 66.71 3 5 11 1 31749

Duration (seconds) 172,843,963 1724.82 11747.24 138 343 988 16 23719953

Friend2: Reciprocal
Frequency 100,784,483 27.68 85.40 4 8 20 2 31749

Duration (seconds) 100,784,483 2628.69 13669.70 226 580 1701 16 17769136

Notes: Table A10 shows the communication pattern for the three contact definitions. Distribution for
frequency and call time are right-skewed. Frequency (Duration) is the number of calls (seconds) one
users calls the other in the sample period. Bottom 10% extreme numbers are excluded.
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Table A11: User-Level: Summary Statistics

N Mean SD p25 p50 p75 Min Max

Friend1: Baseline one-way
N. Friend1 2,186,716 64.54 93.64 12.00 33.00 78.00 0.00 8896.00

N. same-carrier contacts 2,186,716 22.42 37.62 4.00 11.00 26.00 1.00 3255.00

Same-carrier fraction 2,160,915 0.44 0.64 0.24 0.34 0.50 0.00 1

Friend2: Reciprocal
N. Friend2 1,837,531 47.85 63.54 11.00 27.00 58.00 0.00 2571.00

N. same-carrier contacts 1,837,531 20.21 16.36 12.00 15.00 22.00 11.00 585.00

Same-carrier fraction 1,837,531 0.64 0.30 0.37 0.61 1.00 0.01 1

B.3 Product Grouping and Selection

I focus on call device tracker data, 2016Q4-2017Q3. 82 percent of users’ device are
matched with models from the IDC tracker data in sample period. There are many
variants for each model and similar models released in different years. Given the large
number of models, I first group models based on the closeness of major characteristics.
Then identify the unique models and its market share in the call device tracker data.

First I drop extremely expensive/cheap handset before grouping and selection. For
example, I drop ultra-luxury phones targeted as high-end gifts, such as the Huawei
Mate 9 Porsche Design, whose release price at 1317 USD (9000 RMB) (compared to
initial release prices of iPhones at around 990 USD). I also drop phones cheaper than 67

USD (450 RMB) such as phones from domestic brand Sugar, LaJiao etc. Product lines
are divided based on the release price.

Grouping Firms release model variants to increase demand and price discriminate
with a low costs. For the same base model, variants usually come with slightly different
features such as storage capacity RAM and ROM. For these model variants, I treat them
as the same model. Another proliferation is that for non-frontier models, firms introduce
models with slightly different features at low cost by combining different components
together. Similar to Wang (2018), I group models in the same product line into clusters
based on a distance measure and identify the earliest released model as the unique model
in each cluster. Consider model A and B from the same brand and same product line,
the distance between A and B is measured as a Euclidean distance along six dimensions
normalized by the standard deviations :

DA,B =

√√√√1
6

6

∑
k=1

xA
k − xB

k
SD(xk)
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where the six major attributes are CPU clock speed, camera resolution, screen size, screen
resolution, battery capacity and fingerprint function. Then using the data-driven K-
Means clustering algorithm, models in each product line are classified into clusters,
such that models within the same cluster are as similar as possible (i.e., high intra-class
similarity), whereas models from different clusters are as dissimilar as possible (i.e., low
inter-class similarity). As a result, 464 models are grouped as 167 models.

Product Selection After grouping models, I focus the major models that take 70 percent
of (the new purchase) market share in each market. Then I collapse the rest into a
composite fringe product so that there is one in each market. Attributes of the composite
product are obtained with share-weighted average within each group.

Table A12: Product Grouping and Selection

N. models

In CDR device tracker (include variants) 849

Combine variants, have at least 25 users 564

Merged with IDC on sale + attributes 464

After grouping 167

Top 70% share in each market 62

C Estimation and Counterfactual Simulation Procedures

C.1 Demand Estimation Routine

For each individual, R = 1000, fix a set of draws {νr
i }R

r=1 and income level {yr
i}R

r=1 from a
log-normal distribution estimated using survey data. In each market (month), randomly
draw 500 consumers, each with a vector of demographic and income information. Gen-
der, age, and the urban dummy are randomly draw from the survey data, weighted
by the national representative weights. After drawing the income from the log-normal
distribution, I assign a high income dummy which equals to 1 if it passes the 75th
percentile. Conditional on the gender, age, urban, high income dummy and month of
purchase, randomly draw the share of friends vector for each alternative from the sam-
ple of new buyers. Note that in the estimation procedure, the share of friends vector
is random draw from the sample, however, in the counterfactual analysis, this vector is
generated in the model through the lagged structure.

The estimation proceeds in two steps. In the first step, I conduct steps 1-5 find the
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nonlinear terms θ2 and product by market-specific constants δjt; in the second step,
conduct step 6 to recover linear parameters θ1.

1. Start with some initial guess for non-linear parameter θ0
2;

2. Inverse demand: start with an initial guess δ0.

Given {yr
i , νr

i }R
r=1, θ0

2 and δ0, calculate model predicted individual choice probabil-
ities from each draw

Pr
ijt(Yi = j|yr

i , νr
i , sit−3, X, p, δ0, θ0

2) =
1

∑r

exp(δ0
jt + µr

ijt)

∑J
j′=1 exp(δ0

j′t + µr
ij′t)

where µijt = (ᾱ + σpνtip)pjt + θsi,j,t−3.

Calculate the average as the model predicted conditional choice probability of per-
son i choosing alternative j:

P̄ijt =
1
R

R

∑
i

Pr
ijt(δ

0, θ0
2)

Then aggregate to predicted market shares sjt(δ
0, θ0

2).

sjt(δ
0, θ0

2) =
1
N ∑

i∈m
P̄ijt(Yi = j)

Iterate over the contraction mapping until δ converges:

δh+1
jt = δh

jt + lnsN
jt − ln(sjt(δ

h, θ0
2))

Denote the converged mean utility as δ(θ0
2).

3. Substitute that δ(θ0
2) for δ0 into the model’s predictions for the individual condi-

tional choice probability,

P̄ijt(δ(θ
0
2), θ0

2)) =
1
R

R

∑
i

Pr
ijt(δ(θ

0
2), θ0

2)

The simulated likelihood function of the sample becomes

SLL(δ(θ0
2), θ0

2)) =
N

∑
i=1

J

∑
j=0

lnP̄ijt(δ(θ
0
2), θ0

2))
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4. Choose θ2 and δ(θ2) that maximize the constrained simulated likelihood. For each
guess of θ2, repeat step 1-3.

max
δ̂(θ2),θ2

SLL(δ̂(θ2), θ2) =
N

∑
i=1

J

∑
j=0

ln
[

1
R

R

∑
i

Pr
ijt(δ̂(θ2), θ2)

]

s.t.
sN

jt − sjt(θ2, δjt) = 0

5. Estimate linear parameters using two-stage IV regression:

δjt = Xjt β̄ + ζ f (jt) + ηt + ξ jt

C.2 Counterfactual Simulation Procedure: Supply

I solve for the new equilibrium prices backward in two steps.

1. Initial guess of products prices p0
1.

2. In period 1, find new individual demand (500 consumers) given p0
1

3. Obtain total sales in period 1: Q1(p0
1) for each model

4. Calculate new semi-elasticity dQ1
dp1

with new demand shares according to analytical
form.

5. Inner loop at p0
1,

(a) initial guess prices in period 2 p0
2

(b) Simulate friend choices in period 1, and obtain lagged friend share for period
2: lagshare2(p0

1)

(c) Based on lagged friend share in period 2, obtain individual demand in period
2: qi(lagshare2(p0

1), p0
2)

(d) Calculate total sales in period 2 Q2(p0
1, p0

2)

(e) Calculate dQ2
dp2

with new demand shares according to analytical form.

(f) Calculate new equilibrium price in period 2 according to

p1
2 = mc2 − (

∂Qj2

∂pj2
×Ownership)′−1 ×Qj2 (22)
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(g) Calculate ||p1
2 − p0

2|| for all products

(h) Repeat until the distance fall below the tolerance level; Obtain p∗2(p0
1)

6. Take p∗2(p0
1) as given, use dQ2

dp1
(p0

1, p∗2) (obtained outside the counterfactual loops)

7. Calculate equilibrium price in period 1 according to F.O.C.

p1
1 = mc1 − ((

∂Qj1

∂pj1
) ∗Ownership)′−1 × Q̃1

where

Q̃1 = Qj1 − βQj2 ×
∂Qj2

∂pj2

−1 ∂Qj2

∂pj1
+ βQj2

∂pj2

∂pj1

8. Calculate ||p1
1 − p0

1|| for all new products

9. Repeat until the distance fall below the tolerance level; Obtain p∗1

D Prices and Social Influence: Model Prediction Illustra-

tion

I simplify the product life cycle into two periods. A firm f maximizes the expected
discount profit

W f = ∑
j∈J f

(pj1 −mcj1)Qj1 + δ(pj2 −mcj2)Qj2 (23)

where δ is the discount factor. J f represents the products offered by firm f , including
products that are newly released in Period 1. pj2 = pj2(Q1(p1)) is a function of the
introductory prices. The optimal prices are solved using backward induction starting
from Period 2. The first-order conditions are

mcj2 = p∗j2 + [∆−1
f 2 ×Q2]j (24)

mcj1 = p∗j1 +
[

∆−1
f 1 ×

{
Qj1 + δ ∑

r∈J f

(pr2 −mcr2)
∂Qr2

∂pj1
+ δQj2

∂pj2

∂pj1

}]

= p∗j1 +
[

∆−1
f 1 ×

{
Q1 − δ

∂Q2
∂p1

[∆−1
f 2 ×Q2]− δDiag

(
∂Q2
∂p1

)
[∆−1

f 2 ×Q2]

}]
j

(25)
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where ∆ f t is a J-by-J matrix, whose (j, r) element is ∂Qrt
∂pjt

, t = 1, 2. The inter-temporal

partial derivatives ∂Q2
∂p1

is a function of social influence θ. Its diagonal terms are

∂Qj2

∂pj1
= ∑

m
Mm

∫
i∈m

dSij2

dpj1
dF(i) = ∑

m
Mm

∫
i∈m

θSij2(1− Sij2)

[
∑

l∈m(i)
αlSl j1(1− Sl j1)

]
dF(i)

where Sij2 is the choice probability of person i choosing j in period 2. (j, r)th element:

∂Qj2

∂pr1
= ∑

m
Mm

∫
i∈m

dSij2

dpr1
dF(i) = ∑

m
Mm

∫
i∈m

θSij2(1− Sij2)

[
∑

l∈m(i)
αlSl j1(Slr1)

]
dF(i)

Social influence and second-period prices

p∗j2 = mcj2 − [∆−1
f 2 ×Q2]j

Ignore time subscript t=2 for now. Denote the price quantity derivative as ∆jj =
∂Qj
∂pj

. At

individual level, denote ∆i,jj =
∂Sij
∂pj

.

∆i,jj = αi(1− Sij)Sij < 0

The own price elasticity for product j, εjj, is decreasing in individual share Sij.

|εjj| = |∆jj|
pj

Qj
=
∫

i
|αi(1− Sij)pj|dF(i)

When θ > 0, Sij increases and own price elasticities decrease. So when θ > 0, the
optimal prices in second period are higher than the counterfactual optimal prices when
θ = 0.

Social influence and release prices

p∗j1 = mcj1 −
[

∆−1
f 1 ×

{
Q1 − δ

∂Q2
∂p1

[∆−1
f 2 ×Q2]− δDiag

(
∂Q2
∂p1

)
[∆−1

f 2 ×Q2]︸ ︷︷ ︸
θ > 0

}]
j
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The gap in optimal prices between θ = 0 and θ = θ∗ > 0 becomes

pθ=0
j1 − pθ=θ∗

j1 =

[
− ∆−1

f 1 (Q
0
1 −Qθ∗

1 ) + ∆−1
f 1 × δ

{
∂Q2
∂p1

[∆−1
f 2 ×Q2] + Diag

(
∂Q2
∂p1

)
[∆−1

f 2 ×Q2]

∣∣∣∣θ∗}]
j

≈
[

∆−1
f 1 × δ

{
∂Q2
∂p1

[∆−1
f 2 ×Q2] + Diag

(
∂Q2
∂p1

)
[∆−1

f 2 ×Q2]

∣∣∣∣θ∗}]
j
> 0

(26)

Note that the first term Q0
1 − Qθ∗

1 in first line in Equation 26 is driven by the price
effect pθ=0

j1 − pθ=θ∗
j1 through dynamic channel, not the direct effect of the change of θ, and

is isomorphic to the price changes, I ignore this part when evaluating the effect of change
θ on first period prices. ∆−1

f 1 is not a function of θ because for all new introduced products
because the lagged shares are all zero. So the sign of the price gap is determined by the
term inside the curly bracket. As discussed in earlier part, [∆−1

f 2 × Q2] becomes more

negative when θ > 0. Note that ∂Q2
∂p1

is function of θ with negative diagonal values. So
the price gap as the product of two negative terms is positive. That is, when θ > 0, the
optimal introductory prices are lower than the counterfactual optimal prices.
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