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Abstract

We consider a distributed approach to detect and to de-
fend against the low-rate TCP attack [7]. The low-rate TCP
attack is essentially a periodic short burst which exploits the
homogeneity of the minimum retransmission timeout (RTO)
of TCP flows and forces all affected TCP flows to back off
and enter the retransmission timeout state. This sort of at-
tack is difficult to identify due to a large family of attack pat-
terns. We propose a distributed detection mechanism which
uses the dynamic time warping method to robustly and ac-
curately identify the existence of this sort of attack. Once
the attack is detected, a fair resource allocation mechanism
is used so that (1) the number of affected TCP flows is mini-
mized, and (2) we provide sufficient resource protection for
the affected TCP flows. We report experimental results to
quantify the robustness and accuracy of the proposed de-
tection mechanism and the efficiency of the defense method.

1. Introduction

By providing reliable delivery of user data, TCP simpli-
fies application design and is being used in many network
applications including file transfers, e-commerce, and web
HTTP access. However, designing a reliable protocol for
many heterogeneous users sharing an unreliable network is
challenging and involves many subtle issues. Under severe
network congestion, for example, TCP requires sources to
reduce their congestion window to one packet and wait for a
retransmission timeout (RTO) before attempting to resend.
If there is further packet loss, the RTO is doubled after each
subsequent loss. The RTO needs to ensure that TCP sources
will give the network sufficient time to recover from a con-
gestion event; Allman and Paxson [4] recommend a lower
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bound of one second for its value in order to achieve near-
optimal network throughput.

However, while the TCP RTO can maximize network
throughput when users are conforming and cooperative, it
can also be exploited by a malicious user to effect a denial-
of-service attack. In [7], the authors present a form of low-
rate TCP attack, in which an attacker periodically sends at-
tack traffic to overflow a router’s queue and cause packet
loss. As discussed, a well behaving TCP source will then
back off to recover from the congestion and retransmit only
after one RTO. If the attacker congests the router again at
the times of retransmission, little or no real user traffic can
get through. Hence, by synchronizing the attack period to
the RTO duration, the attacker can essentially shut off most,
if not all, legitimate TCP sources even though the long-term
rate of attack traffic can be quite low. The low-rate attack
raises serious concern because it can be significantly harder
to detect than more traditional brute-force, flooding style
attacks. Existing rate-limiting approaches [8,16], for exam-
ple, are designed to control aggressive attackers only.

We are interested in the detection of and defense against
low-rate TCP attacks. Since TCP is widely implemented
and deployed, a solution requiring changes to TCP and thus
widespread modifications of users’ software may not be
practical. This motivates us to consider a solution approach
that can be implemented in a resilient routing infrastructure
and benefit a large community of standard TCP users.

For detection, since an attacker’s primary objective is to
ensure the periodic overflow of a router’s buffer, a basic sig-
nature of attack traffic will be intermittent short bursts of
high rate traffic in between periods of little or no activity
(characterized by, say, a periodic square wave). In practice,
however, attack traffic can deviate from the basic signature
for various reasons: distortion caused by queueing in inter-
mediate routers, aggregation with background traffic (e.g.,
UDP traffic), an attacker’s own attempt to inject “noise” into
its traffic to escape detection, etc. Moreover, in a distributed
attack, the traffic from individual attack sources may not
have the expected traffic characteristics, but the aggregation
of such traffic does. Therefore, it is essential to develop de-



tection algorithms that are both robust to practical traffic
distortions and efficient to carry out even at a busy router.

Once an attack has been detected, we seek to neutralize
the effects of the attack traffic and minimize damage to le-
gitimate users. The strategy is to rate limit and preferentially
drop packets in an attack burst in order to reduce the loss of
good user traffic. Note that the defense method has to pro-
vide near perfect isolation in the midst of a low-rate attack
and, at the same time, have of low implementation cost.

The contributions of our work are:
� We provide a formal method of describing and gener-

ating a large family of low-rate attack traffic.
� We provide a distributed detection mechanism which

uses the dynamic time warping (DTW) method to ro-
bustly and efficiently identify low-rate attacks.

� We provide a computationally efficient defense
method to isolate legitimate traffic from mali-
cious low-rate attack traffic.

The balance of the paper is organized as follows. In Sec-
tion 2, we provide a formal model for describing and gen-
erating a large family of low-rate attack traffic. In Section
3, we present a distributed approach for detecting the ex-
istence of the attack traffic. We also show the robustness
and accuracy of the proposed detection method. In Section
4, we present our defense mechanism. Experimental results
are presented in Section 5 to illustrate the effectiveness of
the defense mechanism. Related work is given in Section 6.
Section 7 concludes.

2. Formal Description of Low-rate Attacks

Since the low-rate attack can appear in many different
forms (as described below), we first provide a formal model
of a low-rate TCP attack. Given the mathematical charac-
terization, one can generate a family of low-rate attacks. We
will then describe how one can extract signatures from the
large family of attack flows.

2.1. Mathematical Model of Low-rate Attacks

A low-rate TCP attack is essentially a periodic burst
which exploits the homogeneity of the minimum retrans-
mission timeout (RTO) of TCP flows. Consider a router
with capacity

�
(in bits/s). One form of attack is a periodic

square wave as described in [7]. The period of the square
wave is denoted by � , which is approximately one sec-
ond so as to effectively force other TCP flows to enter the
retransmission state. Within each period, the square wave
has a magnitude of zero except for � units of time. During
this time, the square wave has a magnitude of a normal-
ized burst of � (note that in this work, the magnitude of

the burst is normalized by the router’s capacity
�

, therefore
�����
	���
�� ). The average bandwidth of this periodic square
wave is ������� . Again, the objective of the low-rate attack is
that for a short duration � , the attack packets will fill up the
buffer of a victim router so that packets of any TCP flows
have to be discarded by the router. The packet loss will force
most, if not all, TCP flows to enter the retransmission state.
Also note that to be considered a low-rate TCP attack, the
ratio of ����� has to be small. Otherwise, system administra-
tors can easily detect an attack by its high traffic volume.

A general model of a low-rate TCP attack can be de-
scribed by five parameters �������������������! . The parameters
� , � , and � have the same meaning as described above, �
denotes the amount of time shift, starting from the initial
measurement instant of the signal (i.e., "$#%	 ) to the be-
ginning of the attack pulse, and � denotes the amount of
background noise (i.e., background traffic). The background
noise is due to other UDP flows, which will not back off dur-
ing congestion, or other TCP flows which are not in the re-
transmission state. Figure 1 illustrates an example of low-
rate TCP attack traffic.
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Figure 1. Low-rate TCP attack traffic with pa-
rameters ( �����&���'������� ).

Let us define the valid range of these five parameters.

� Value of � : As indicated in [7], the most effective
value for the periodic low-rate attack is �(#)
 second.
In our study, we consider a larger range of � , which is
�*�,+-
/. 	��0
/.21�� .

� Value of � : Assume that we have 3 TCP flows which
are affected by the low-rate TCP attack. Let �4���65 rep-
resent the roundtrip time from the source 7 of a TCP
flow to the victim router. To have an effective attack,
the low-rate attack burst length should last long enough
to keep the router’s queue full for all RTT timescales.



Therefore, ��������� 5	� � � � 5�
 , for 7 # 
/�
� ��.0.�. ��3 .
Since the aim of the low rate TCP attack is to avoid
sending a high volume of traffic (and thus escape de-
tection), the value of � cannot be too close to � . In
our study, we have ����� 5 � �4��� 5 
�� � ����� � , where
����� 	�.��/1 .

� Value of � : Since this is a normalized burst with re-
spect to the router’s capacity

�
, we have � � � 	 ��
 � .

� Value of � : The amount of time shift � , starting from
the initial point of measurement (i.e., " # 	 ) to the
beginning of the attack pulse, has a valid range of
	 � � � ��� � .

� Value of � : The amount of normalized background
noise due to other UDP or TCP packets, it has a valid
range of 	 � � ����� � , where ����� 	�.21 .

Another important point to notice is that the low-rate
TCP attack can be launched from either a single source, or
multiple distributed sources. For the single source attack,
it is easy to generate and it is effective when there is suf-
ficient bandwidth between the attack source and the vic-
tim router. On the other hand, a distributed attack is more
difficult to generate, since doing so requires time synchro-
nization among the attack sources. In other words, the dif-
ferent attack sources, which have different propagation and
transmission delays to the victim router, need to synchro-
nize their attack traffic such that the aggregate traffic at the
victim router forms a low-rate attack. There are at least two
approaches for generating a distributed attack. In the first
approach, each of the � attack sources generates a homo-
geneous and periodic attack waveform with a normalized
burst size of � � 
��!� . These flows will aggregate into a
sufficient large burst at the victim router and force the af-
fected TCP flows to back off. Another possible form of dis-
tributed attack, which has a lower synchronization require-
ment, requires each attack source to generate a large burst
and for a longer period. For example, each of the � attack
sources generates a homogeneous and periodic attack wave-
form with � #"� seconds and a normalized burst size of
� # 
 .

3. Distributed Detection

To defend against the family of low-rate TCP attacks, the
first issue we have to address is how to perform effective de-
tection in a computationally efficient manner. Unlike other
intrusion detection or DDoS detection methods [8, 16], one
cannot perform the detection at the victim site, say a web
server denoted by # . The reason is that the attack traffic will
intrinsically “throttle” legitimate TCP flows destined for # .
Therefore, an attacker does not necessarily need to aim the
attack at the victim site, but perhaps at a subset of upstream

routers to # in order to throttle all the TCP flows passing
through the routers.

Instead, we propose a distributed detection mechanism
that is installed at a set of routers which are $%� 
 hops
away from the victim site. Each router needs to perform at-
tack detection at the output port of packets being forwarded
to the victim site # . If a low-rate TCP attack is detected,
the router needs to determine the input port(s) from which
the attack traffic is being received. Detection will then be
carried out at all these input ports of the affected router. If
a low-rate attack is detected at an input port, say & , then
the affected router will push back the detection to all the
upstream routers connected to the input & . If the affected
router cannot detect a low-rate attack at any of its input port,
this means that the low-rate attack is being carried out in a
distributed manner, and the defense mechanism to be dis-
cussed in Section 4 will be carried out. Note that the above
distributed detection mechanism has several important fea-
tures. They are:

� It pushes the detection of low-rate attacks as close as
possible to the attack sources, and

� It is able to minimize damage to the legitimate TCP
flows.

The overall detection mechanism can be described as fol-
lows:

Distributed Detection Mechanism
Let ' be the deployment router. & 5 is the set of input ports of
' , &)( is the output port ' forwarding packets to the
victim site # .

1. ' determines the existence of low-rate attack at &*( ;
2. If (low-rate attack exists) �

determine the existence of low-rate attack at & 5 ;
3. If (attack exists for input port & �+& 5 ) �
4. signals all upstream routers connected to

& 5 to perform distributed low-rate attack
detection; 


5. execute the defense mechanism described in Sec. 4;
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3.1. General Design of Detection

It is easy for an attacker to generate attack packets with
spoofed header information (e.g., IP source address and
type of transport protocol). There is no easy way to accu-
rately differentiate low-rate TCP attack packets from legit-
imate packets. Instead, we must detect a low-rate TCP at-



tack by matching current packet arrivals to given attack pat-
tern signatures.

The detection mechanism is to be installed at a deploy-
ment router. It involves the following steps:

� Statistical sampling of incoming traffic: Traffic will be
sampled and normalized using the transmission capac-
ity of the network link.

� Noise filtering: Since other packets which arrive dur-
ing the inactive period of a low-rate attack will also be
included in the sampling process, one has to perform
filtering before the feature extraction process.

� Feature extraction: We need to perform computation-
ally efficient feature extraction that is resilient against
time and space shifts.

� Signature matching: We need to compare extracted
features of the incoming traffic with the signatures of
low-rate TCP attack traffic.

3.2. Statistical Sampling of Incoming Traffic

Traffic needs to be periodically sampled at a constant
rate. Each sample consists of an instantaneous throughput
of the link interface. The rate of sampling should be fre-
quent enough to record slight variations of the instantaneous
throughput and, at the same time, should not put a heavy
computational burden on the router. Note that statistical
sampling can be easily achieved using standardized algo-
rithms or off-the-shelf signal processing chips. The length
of each sampling period, denoted by ��� , should also be
properly chosen. In order to capture the periodicity of a
low-rate TCP attack, the sampling period should be lower
bounded by ��� � ��� . One should also put an upper bound
on � � . Note that a high value of � � implies a higher stor-
age cost, a higher computational cost for feature extraction
at a later stage, and larger delay in detecting the attack. In
our prototype, we have ��� � 1 seconds. Another technical
issue we have to consider is traffic normalization. Since dif-
ferent link interfaces may have different line speeds, to fa-
cilitate feature extraction and matching at a later stage, the
sampled traffic signal of a given link interface will be nor-
malized by its line speed such that

normalized throughput # sampled throughput
maximum line speed

.

3.3. Noise Filtering

The sampled input should be treated before the feature
extraction process. Note that besides potential low-rate TCP
attack packets, some other packets may also be included in
the sampling process. These packets include:

� Packets that are forwarded to the same port but are not
destined for the victim site # .

� TCP packets – especially from flows with large RTTs
– which can survive the low-rate TCP attack [7].

� UDP packets which will not back off in the face of
low-rate attacks or network congestion in general.

These types of traffic have either higher frequencies or
smaller magnitudes, as compared with the burst characteris-
tics of a low-rate attack. To get a clean signal, a low-pass fil-
ter can be used to filter out the high frequencies and, at the
same time, clamp all sampled signals to zero if they are less
than or equal to a fraction ��� of the peak value � . In our
prototype, we set ��� # 	�.21 .

3.4. Feature Extraction

We use auto-correlation to extract the periodic signatures
of an input signal. We use the auto-correlation measure not
only because it is easy to calculate (e.g., for a sampled in-
put of size � , the computational complexity is

� ��� �  ), but
one can also check the randomness or periodicity of a given
signal in the presence of a time shift � .

Auto-correlation is calculated with unbiased inter-
nal normalization. The unbiased normalization is necessary
if the input signal is a finite sequence. Consider an input sig-
nal with � values � 7 ( �&7 � ���	�	���&7�

� �  and all other 7 5 # 	 .
The unbiased normalized auto-correlation ��� $� can be cal-
culated as follows:

� � $� # 

��� $



����� ��

5�� (
7 5 ����7 5 $ # 	���. . .-��� � 
/. (1)

To illustrate, consider the following auto-correlation plots.
Figure 2(a) shows the noise-filtered input signal with time
shift � #*	�. � second and periodicity of �*# 
 and � #*	 . �
second, respectively. Note that this is the “classical” low-
rate attack waveform. Figure 2(b) shows the corresponding
auto-correlation plot. One important observation is that the
peak-to-peak distance is 1, which captures the period of the
input signal and that the auto-correlation plot is the same,
independent of the time shift value � . Consider a more com-
plicated attack waveform which is illustrated in Figure 3(a).
In this attack, the time shift is ��#*	 . 1 , and the first period
is � # 
 second. The first attack period has burst length
� � # 	 .-
 , while the second attack period has burst length
� � # 	�. � . The auto-correlation plot in Figure 3(b) reveals
the existence of a period (i.e., the peak-to-peak distance in
the auto-correlation plot) and that the bursts may have dif-
ferent durations.

Again, we extract the feature of auto-correlation plot
from an input signal not only because it captures the pe-
riodicity property, but also because it eliminates the prob-
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Figure 2. Auto-correlation of input signal � #
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Figure 3. Auto-correlation of input signal � #
	 . 1��&� # 
 ��� � #(	 .-
 ��� ��# 	�. � .

lem of time shifting. The next question we need to address
is how to compare the auto-correlation plot of an input sig-
nal with the auto-correlation plot (or signature) of a low-rate
attack.

3.5. Pattern Matching via Dynamic Time Wrap-
ping (DTW)

After the above steps, features are extracted from the
sampled input. One now has to compare the similarity be-
tween the extracted features and the signatures of low-rate
attack traffic, and decide whether there is an ongoing attack
or not. An example signature of a low-rate attack is shown
in Figure 2(b). If the auto-correlation plot of the sampled in-
put is exactly the same as this signature, one can easily con-
clude the existence of a low-rate attack. However, not all
auto-correlation plots of sampled inputs will match exactly
the signature – for instance, consider the auto-correlation
plot in Figure 3b). Therefore, one has to do more intricate
processing so as to make an accurate decision.

The mechanism we adopt is called dynamic time warp-

ing (DTW) [6, 9]. It is a robust and computationally effi-
cient method for comparing the similarity between a tem-
plate signature and an input signal, even when the input sig-
nal is subjected to changes in time scale and magnitude.

The dynamic time warping algorithm can be described
as follows. Suppose there are two time series, the template
# and an input signal � of length � and � , respectively,
where

# # � � ��� � ����� �0.-. .-��� 
 � and� # 7 � �&7 � ��7�� ��. . .-��7	��.
To compare the similarity of these two time series using
DTW, we have to construct an � -by- � distance matrix 

where � �
�6���� of 
 represents the Euclidean distance be-
tween the signature value ��� and the input signal value 7�� ,
that is� �
� ���� #������ �!7���� for 
 � � � ����
 � � � �!.
A warping path � is a contiguous set of matrix elements 

that defines a mapping between the template # and input � .
The $���� element of � is defined as  � #!� ��7 � �	" �/ where� ## � �� � �� $� ��. .-. �� � �0.-. . �� $% and ����� �
�,� �6 � 3 ��'& �(&(
 .

The construction of the warping path � is subject to the
following constraints:

1. Boundary constraint:  � # � ��
/�0
  and % # � � � ���  . This requires the warping path� to start and finish in diagonally opposite cor-
ner cells of the matrix 
 .

2. Continuity constraint: Given  � # � ��) ��*  then ��� � #+� ��)-,
��*.,  , where )-,��/) � 
 and *0,��1* � 
 .
This restricts the allowable steps in the warping path
to be adjacent cells.

3. Monotonicity constraint: Given  � #2� ��) ��*  then ��� � #3� ��)-, ��*.,  where )-,��4)�� 	 and *.,��5*+� 	 .
This restricts points in � to be monotonically spaced
in time.

Note that there are many warping paths that satisfy the
above constraints. However, we are interested in a path that
minimizes the warping cost of # and � . Formally:6 �87:9 � # �;�  # ��<>= ?@BACCD %�

� � �
 �FEG . (2)

In other words, the lower the value of
6 �87 9 � # �H�  , the

higher the similarity degree of the input string � as com-
pared with the signature # . The minimum cost warping
path can be found using a dynamic programming approach.
That is, we construct a matrix I with dimension of � -by- � .



The entry I �
�6���� in cell �
� ���� defines the cumulative dis-
tance of the warping path � from position �&
/�0
  to positive
�
�6���� . The minimum of the cumulative distances of the ad-
jacent elements I����6���� is:I �
�6���� # � �
� ���� & ��< = � I �
� � 
/��� � 
� �I �
� � 
/���� ��I �
�6��� � 
  

where 
 � � � ���0
 � � � � . At each step of calcu-
lating the value of I �
� ���� , if ��< = � I �
���(
 �����(
� ��I���� �

/���� ��I �
�6�����(
  
 #:I���� � 
 ���� or I����6�����(
  , it means
that there is one point in the input signal � that has been
matched twice to the template # , or there is one point in #
that has been matched twice to � . Although this scenario is
common in other applications like speech recognition and
can be viewed as the homology of the input and the tem-
plate, the matchings cannot be regarded as identical attack
traffic patterns. As a result, we make a modification to the
original DTW algorithm that adds some adaptive penalty �

and
�

for this kind of vertical or horizontal ”movement” in
the warping path so as to evaluate the similarity while still
distinguish the slight difference. However, the value of the
penalty should not be too large. Otherwise, it will badly in-
crease the DTW value of similar attacks, thus increasing the
intersection of normal traffic and attack traffic, which in turn
leads to high false positive and false negative rates. As a re-
sult, we choose the function of calculating the cumulative
distances in our system to be:I����6���  # ��� � �!7 � � & ��< = � I �
� � 
 ��� � 
  �I �
� � 
 ���� & � ��I �
� ��� � 
  �& � 
 . (3)

After creating the matrix I , the value I ��� ���  is the min-
imum cumulative distances of the DTW between the tem-
plate # and the input � and it is the solution to Eq. (2). In
general, a lower value of DTW implies that the input sig-
nal � is more similar to the signature # .

Additionally, the process of generating the matrix I by
using dynamic programming to find the minimum DTW
value is carried out as follows. The matrix is built column by
column, from left to right and bottom up for each column.
For an input size of � and template size of � , the computa-
tional complexity of the DTW is

� �
� �6 , which is accept-
able in practice.

3.6. Robustness and Accuracy of DTW

In this section, we consider the robustness and accuracy
of using DTW in detecting low rate TCP attacks. The ex-
perimental setup is as follows. For the low-rate attack sig-
nature, we consider � #)
 . � sec, �6# 	 . � sec, �)# 
 . 	 , and
� #*�%#*	 . For the input traffic, we sample 100 times per
second and the sampling duration is three seconds per de-
tection. We set the noise filter threshold ��� #*	�.21 such that

all background traffic that is less than or equal to 50% of
the maximum link capacity

�
will be clamped to zero. Un-

der the DTW, we set the penalty value � # � #�	 . 	 
 . We
consider three types of input traffic:

� Square burst: A periodic signal with a single burst of
length � within a period of duration � .

� Step-like burst: A periodic signal with two adjacent
bursts of length � within a period � . The first burst
strength is � while the second burst strength is equal
to the link capacity

�
.

� General burst: A periodic signal which is generated by
a sine wave with period � with added random noise.

DTW values for low-rate attack: To generate the input
traffic, the period � is uniformly distributed within +-
/��
 . 1�� .
The burst length is uniformly distributed within �
	���	�.21�� ,
provided that ����� � � � # 	�.��/1 . The background noise
is uniformly distributed in + 	���	�.21�� , the time shift � is uni-
formly distributed in + 	 �&� � , and the magnitude of the burst
is set to � # 
 . We generate 1000 samples for each of the
three types of input traffic discussed above. The results are
illustrated in Table 1. From the results, we find that a large
family of low rate attack has a DTW value that is less than
or equal to 60 and that close to 90% has a value less than or
equal to 10.

Values of Square General Step-like
DTW Burst Burst Burst

Max DTW 39.48 29.89 57.10
Min DTW 0.25 0.22 0.49

Mean DTW 5.73 5.11 7.97
Standard Deviation 6.93 4.61 11.39

Table 1. DTW values for attack traffic.

DTW values for normal traffic: The detection mechanism
must distinguish normal traffic from the attack traffic so as
to avoid false positives and false negatives. Therefore, it is
desirable for the minimum DTW value of the normal traf-
fic to be larger than the maximum DTW value of any attack
traffic for clear distinction between the two types of traf-
fic.

We carry out the following experiment with normal traf-
fic. Based on our assumption before, if there is no low-rate
attack, the TCP flows will not back off, and all the traf-
fic including TCP and UDP packets will be processed by a
router as usual. We assume that the normal traffic consists of
a major constant throughput with some Gaussian noise. I.e.,
normal traffic # � � & random + 	���� � , where

� � �)+ 	�.21 �0
 �
and � � + 	���	�.21�� . We vary the value of

� � by a step size of



0.05 and for each value of
� � , we generate 100 different val-

ues of � . The results are shown in Table 2. As we can ob-
serve, the minimum DTW value for normal traffic is above
60 and we can use it as the threshold of detecting the exis-
tence of a low-rate TCP attack.

Normal traffic

Max DTW 286.60
Min DTW 62.51

Mean DTW 205.24
Standard Deviation 66.63

Table 2. DTW values for normal traffic.

Probability density function of DTW for normal and at-
tack traffic: To clearly illustrate the robustness of the pro-
posed detection mechanism, we carry out an experiment to
evaluate the DTW values of both attack and normal flows.
For the attack flows, we consider three types of traffic as
discussed above. The period � is randomly chosen from
+ 
 ��
/.21�� , the burst length � is randomly chosen from � 	 ��	 . 1�� ,
and the burst magnitude is of full link bandwidth �*# 
 . We
generate around around 400 attack flows. For the normal
traffic, we generate around 2500 flows with

� � uniformly
distributed between + 	�.21 �0
 � and the noise � uniformly cho-
sen between + 	���	 . 1�� . Figure 4 illustrates the probability den-
sity function of the DTW values for the attack and normal
flows, respectively. From the figure, we observe that there
is a clear determination point (i.e.,

6 �87 #��/	 ) for differ-
entiating the normal traffic from the attack traffic.
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Figure 4. Probability density functions of
DTW for attack and normal traffic.

4. Low-Rate Attack Defense Mechanism

As we discussed in the distributed detection mechanism
in Section 3, a deployment router ' first determines the ex-
istence of a low-rate attack at an output port &�� which '
uses to forward packets to a victim site. When a low-rate
attack is detected, ' will then determine the input port(s)
on which the attack packets arrive. If attack packets arrive
on an input port, say & , then ' needs to signal all the up-
stream routers which are directly connected to & to execute
the distributed detection algorithm, and then an accompa-
nying defense mechanism to neutralize the effects of the at-
tack. Our motivation is to move the attack detection and de-
fense as close to the source as possible. This way, we min-
imize the number of TCP flows that will be affected by an
attack.

When ' discovers the existence of a low-rate attack at its
output port, but cannot identify the attack at any of its in-
put ports, the low-rate attack is being carried out in a dis-
tributed manner. For example, the attacker sends a short
burst to each of the input ports such that the short bursts
will aggregate to a low-rate attack burst an an output port
of ' . In this case, ' will need to properly allocate the out-
put port bandwidth so as to minimize the damage to TCP
flows going through the port.

In our work, we use the deficit round robin (DRR) al-
gorithm to provide bandwidth allocation and protection be-
tween flows. The motivation for using DRR is its near per-
fect isolation of ill-behaved sources at a very low imple-
mentation cost. At the same time, packets from different
classes can have different sizes, and fairness can still be
achieved [11]. In general, the processing cost of DRR is� ��
� per packet. In our case, instead of classifying packets
based on flow information, we classify packets by the input
port of ' on which they arrive. Let & 5 denote the set of in-
put ports of the router ' and � & 5 � denote the number of in-
put ports. We have � & 5 � classes. Packets arriving on input
port 7 and being forwarded to output port & ( will be classi-
fied to class 7 , where 7 # 
 ��.�.0. ��� & 5�� .

DRR assigns a quantum of service to each class in each
round and attempts to serve packets from each class on a
per round basis. Each class has a deficit counter, denoted
by deficit counter[i] and to zero, for 7$# 
 ��.0.�.���� & 5 � . At
the beginning of a round, deficit counters of all the non-
empty classes will be increased by the quantum value. A
packet from class 7 will be served if the size of the packet is
less than or equal to the value in deficit counter[i]. When
a packet is transmitted from class 7 , its deficit value will
be adjusted by deficit count[i] -= packet’s size. If there
is no packet in class 7 , then we reset the deficit counter as
deficit count[i] = 0. Note that the deficits of the previous
rounds get carried over to the next round. A deficit is re-
set to zero only when there is no outstanding packet in the



corresponding class.

5. Experiments

In this section, we report experiments using ns-2 to de-
termine the effectiveness of the proposed defense mecha-
nism. Because of space limit, we only present the results
for TCP Tahoe. Please refer to our technical report [14] for
results with TCP Reno and NewReno.

Router Server

TCP

Attacker

Figure 5. Single low-rate attack and single
TCP flow.

Experiment 1 (Single TCP flow vs single source attack):
The first experiment is shown in Figure 5. We consider a
single low-rate TCP attack and a single TCP flow going
through the same router. The latency of each link is 5 ms
and the capacity of each link is 5 Mb/s. The low-rate at-
tack is a square burst with �(# 
 . 	 sec, burst length �6# 	�.��
sec, burst rate of 5 Mb/s, and � # 
 . The low-rate attack
uses UDP with packet size of 100 bytes. The packet size of
the TCP flow is 500 bytes. Under DRR, we set the quan-
tum size of each round to be 500 bytes and the buffer size
to 5000 bytes. The result is illustrated in Table 3. Note that
without the defense mechanism, the router simply uses con-
ventional scheduling (i.e., drop tail and FCFS) to handle the
packets. Also, we observe that the TCP flow can only utilize
around 4% of the link’s bandwidth. On the other hand, when
one uses DRR, we observe an improvement in the TCP’s
throughput from 224.37 kb/s to 3.402 Mb/s, or an improve-
ment from 4.49% to 68.04% of the link capacity. The result
shows the effectiveness of the defense mechanism in pro-
tecting the TCP flows from the malicious attacking flows.

Experiment 2 (Multiple TCP flows vs single source at-
tack): The second experiment is shown in Figure 6. We
consider a single low-rate TCP attack and 8 TCP flows go-
ing through the same router. Parameters are the same as in
Experiment 1 except that the link latency of the 7���� TCP
flow is equal to 1�7 ms, for 7 � � 
 ��.0.�. ��� 
 . The buffer size
of the DRR-enabled router is 12.5 kbytes. The results are
illustrated in Table 4. Again, using conventional drop tail

TCP Attack flow
throughput
(Kbps)

% of ca-
pacity

throughput
(Kbps)

% of ca-
pacity

Drop
tail

224.37 4.49% 1016.5 20.33%

DRR 3402.10 68.04% 780.39 15.61%

Table 3. Result for low-rate attack on single
TCP flow using Tahoe.

scheduling, the total TCP bandwidth is only around 11%
of the link’s bandwidth. When one uses DRR, we can im-
prove the throughput of all the TCP flows from 583.96 kb/s
to 4.173 Mb/s, or an improvement from 11.68% to 83.45%
of the link capacity. This shows the effectiveness of the de-
fense mechanism.

Experiment 3 (Multiple TCP flows vs synchronized dis-
tributed low-rate attack): The third experiment is shown
in Figure 7. We consider a distributed low-rate TCP attack
and 8 TCP flows going through the same router. Parameters
are the same as in Experiment 2 except that we replace a
single attacker by three distributed attackers. Each attacker
sends a periodic attack burst every � # � . 	 sec. The 7���� at-
tacker sends a burst with �*# 
 during the 7���� sub-period so
that the converged attack becomes a low-rate attack with pe-
riod �(# 
/. 	 sec. The results are illustrated in Table 5. One
can observe that with DRR, we can improve the through-
put of all the TCP flows from 469.67 kb/s to 4.296 Mb/s, or
an improvement from 9.39% to 85.94% of the link capac-
ity.

Experiment 4 (Network model of low-rate attack vs
Multiple TCP flows): The fourth experiment is shown in
Figure 8. The transmission bandwidth of all the links is 5
Mb/s and the propagation delay is 5 ms. The attacker is lo-

Router Server

TCP 1

Attacker

TCP 8

..
..

Figure 6. Single low-rate attack and Multiple
TCP flows.



Drop Tail DRR
throughput
(Kbps)

% of ca-
pacity

throughput
(Kbps)

% of ca-
pacity

Attack
flow

928.76 18.58% 343.09 6.86%

TCP 1 8.71 0.17% 965.91 19.32%
TCP 2 210.77 4.22% 645.79 12.92%
TCP 3 4.75 0.10% 629.15 12.58%
TCP 4 11.09 0.22% 618.05 12.36%
TCP 5 5.54 0.11% 468.3 9.37%
TCP 6 267.82 5.36% 356.57 7.13%
TCP 7 72.11 1.44% 293.97 5.88%
TCP 8 3.17 0.06% 194.93 3.90%

Total
TCP

583.96 11.68% 4172.67 83.45%

Table 4. Results for single low-rate attack on
multiple TCP flows using Tahoe.

Router
Server

TCP 1

TCP 8

..
..

attacker 1

attacker 3

.....

Figure 7. Distributed low-rate attack and Mul-
tiple TCP flows.

cated at router � � . It sends a periodic attack with � # 

sec, ��#%	�.�� sec, and � # 
 . There are four TCP flows,
TCP 1 is attached to � � , TCP 2 is attach to � � , TCP 3 is at-
tached to ��� , and TCP 4 is attached to ��� . All of them try
to upload files to the server. Table 6 shows the throughput
of attack and TCP flows when no defense mechanism is de-
ployed (under the drop tail column), and the throughput of
the various flows when DRR is employed at the different
routers. The table shows that enabling DRR at the differ-
ent routers will achieve different TCP throughputs. In par-
ticular, when DRR is enabled in ��� only, the bandwidth
of TCP 4 is approximately equal to the sum of bandwidth
of all the upstream flows (i.e., TCP 1 to TCP 3, and the at-

Drop Tail DRR
throughput
(Kbps)

% of ca-
pacity

throughput
(Kbps)

% of ca-
pacity

Attack 1 355.30 7.11% 120.98 2.42%
Attack 2 305.91 6.12% 116.34 2.33%
Attack 3 309.63 6.19% 111.17 2.22%
TCP 1 218.47 4.37% 818.58 16.37%
TCP 2 16.64 0.33% 748.80 14.98%
TCP 3 9.13 0.18% 748.80 14.98%
TCP 4 6.98 0.14% 489.54 9.79%
TCP 5 6.44 0.13% 436.93 8.74%
TCP 6 203.97 4.08% 432.64 8.65%
TCP 7 5.36 0.11% 314.55 6.29%
TCP 8 2.68 0.05% 307.03 6.14%

Total at-
tack

970.84 19.42% 348.49 6.97%

Total
TCP

469.67 9.39% 4296.87 85.94%

Table 5. Result for Synchronized Distribute
Low-rate Attack to Multiple TCP Flows using
Tahoe.

Server

R1 R2 R4 R6

R3 R5 R7

TCP 1

attacker

 TCP 2  TCP 3  TCP 4

Figure 8. Network model of Low-rate attack
and Multiple TCP flows .

tack traffic). Under the proposed distributed defense mecha-
nism, routers � � , � � , ��� , and � � will discover the presence
of the low-rate attack and therefore enable DRR schedul-
ing. One can observe that fairness is achieved in which all
the TCP flows achieve approximately the same amount of
bandwidth, and they are protected and isolated from the ma-
licious attack traffic.

6. Related Work

Network denial of service is a well recognized problem
of importance and urgency (e.g., [2, 3]). Various detection
and defense approaches have targeted the control of high-



Drop
tail

DRR
on

DRR
on

DRR
on

DRR
on

��� ��� ��� � � �/��� � ��� ��� �
��� � � ��� �

� (kbps) � (kbps) � (kbps) � (kbps) � (kbps)

Attack 640.00 561.00 453.00 419.00 404.00
TCP 1 386.00 358.00 311.00 314.00 778.00
TCP 2 264.00 329.00 282.00 874.00 763.00
TCP 3 324.00 251.00 1,245.00 924.00 788.00
TCP 4 425.00 1,719.00 1,154.00 966.00 765.00

Total
TCP

1,399.00 2,657.00 2,992.00 3,078.00 3,094.00

Table 6. Througput of various TCP flows
when different routers deploy the defense
mechanism.

rate attacks [1, 8, 10, 13]. The low-rate TCP attack is first
described by Kuzmanovic and Knightly [7], who charac-
terize the attack and point out important challenges of de-
tection and defense. Since low-rate attacks are most effec-
tive when the retransmission attempts by TCP sources are
synchronized following a congestion, randomizing the TCP
RTO is an intuitive solution approach and has been shown
to be effective in [15]. However, randomizing the RTO re-
quires widespread updates of existing end user software and
may reduce the performance of TCP under non-attack con-
ditions [4]. In comparison, we seek a solution at the router
level. Other DDoS solutions at this level, but with a differ-
ent focus than ours, include IP traceback [10], hash-based
IP traceback for low volume traffic [12], pushback rate limit
[8, 16], and the eXplicit Control Protocol (XCP) [5].

7. Conclusion

This paper presents an efficient mechanism to dynami-
cally detect and defend against low-rate TCP attacks. We
present a formal model to describe a large family of low-rate
TCP attack patterns. We then propose a distributed detec-
tion mechanism which uses the dynamic time warping algo-
rithm to compare the feature of the sampled input with the
signature of the low-rate attack. We show that the detection
mechanism is robust and accurate in identifying the exis-
tence of low-rate attacks. When a low-rate attack is present,
we use a pushback mechanism to identify the attack as close
to the attack source as possible. The reason of this pushback
is to minimize the number of affected TCP flows. We show
that one can use the deficit round-robin algorithm to protect
the TCP flows and isolate them from the attack traffic. Ex-
tensive simulation experiments are reported to quantify the

robustness and accuracy of the proposed detection and de-
fense mechanisms.
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