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Abstract

We propose a novel semantic video summarization
framework, which generates video skimmings that guaran-
tee both the balanced content coverage and the visual co-
herence. First, we collect video semantic information with
a semi-automatic video annotation tool. Secondly, we ana-
lyze the video structure and determine each video scene’s
target skim length. Then, mutual reinforcement princi-
ple is used to compute the relative importance value and
cluster the video shots according to their semantic de-
scriptions. Finally, we analyze the arrangement pattern
of the video shots, and the key shot arrangement pat-
terns are extracted to form the final video skimming, where
the video shot importance value is used as guidance. Ex-
periments are conducted to evaluate the effectiveness of
our proposed approach.

1. Introduction

Video is increasingly becoming the favorite medium for
many communication entities for its extraordinary expres-
sive power. With the ever increasing computing power and
storage device capacity, the large scale digital video library
system is growing rapidly. This massive growing video data
thus gives rise to a challenge for efficient video browsing
and management since it is time consuming to download
and browse through the whole contents of the video. To
solve this problem, video summarization, which engages in
providing concise and informative video summaries to help
people to browse and manage video files more efficiently,
has received more and more attention in recent years. Basi-
cally there are two kinds of video summaries: static video
story board, which is composed of a set of salient images
extracted or synthesized from the original video, and dy-
namic video skimming, which is a shorter version of the
original video made up of several short video clips.

In recent years much work has been conducted on video
summarization. For static summary generation, [1] tends to
adapt to the dynamic video content. Later work presents
video contents according to the detected video structure.
In [2], the authors analyze the video structure after video
segmentation, and then get a tree-structured Video-Table-
Of-Contents(V-TOC). In [3], a scene transition graph is
constructed as the video content presentation. A curve sim-
plification approach is proposed in [4].

Compared with static video summary, dynamic video
skimming is more attractive for it maintains the dynamic
property of the video thus it makes more sense to the user.
Much effort is also devoted to dynamic video skimming
generation. In the VAbstract system [5], key movie seg-
ments are selected to form a movie trailer. The Informedia
system [6] selects the video segments according to the oc-
currence of important keywords in the corresponding cap-
tion text. Later work employs perceptional important fea-
tures to summarize video. In [7] the authors construct a user
attention curve to simulate the user’s attention toward differ-
ent video contents. [8] proposes a utility function for each
video shot, and video skimmings are generated by utility
maximization. [9] assigns different weight scores on sev-
eral important features of the video, and then selects the
video skimming that maximizes the feature score summa-
tion. In [10], a graph optimization approach is proposed to
guarantee the content coverage of the generated video skim.

Most of the traditional video skimming generation ap-
proaches are based on low-level video features, and they
may not be able to guarantee that the generated video
skim contains the semantically important contents. Thus,
the video skim may not make sense to the users. To attack
this problem, semantic information is needed to produce a
meaningful video skimming. Unfortunately, although quite
a lot attempts have been done to automatically annotate
generic video and image contents [11, 12] as well as event
detection in specific video categories like sports video [13],
recognition of high-level semantic information like key ac-



tors, action taken is still beyond the capacity of present tech-
niques. To collect reliable video semantic information we
still need to manually annotate the video contents. Video
summarization based on semantic annotation can be found
in [14, 15].

In this paper, we propose a framework for dynamic video
skimming generation that emphasizes both balanced con-
tent coverage and visual coherence. Figure 1 shows the
overview workflow of our approach. We first segment the
video into video shots, then we create a semantic content
description for each shot with a semi-automatic annotation
tool. To guarantee the balanced content coverage, by video
structure analysis we determine the scene boundaries, and
then we obtain the target skimming length for each scene.
For each video shot, an importance value is calculated ac-
cording to the mutual reinforcement principle [16], and the
video shots are clustered according to their semantic con-
tent descriptions. Finally, we analyze the arrangement pat-
tern of the video shots and the important shot strings are se-
lected as the video skimming. In comparison with the tradi-
tional approaches, our approach has the following contribu-
tions: First, we employ the mutual reinforcement principle
to calculate a global importance rank value for each shot,
based on which we can ensure that the semantically impor-
tant contents can be covered by the skimming; Secondly, we
analyze the shot arrangement patterns, which is neglected
by most existing approaches, and we utilize this informa-
tion to make a tradeoff between content coverage and vi-
sual coherence.

Figure 1. Overview of our framework

The paper is organized as follows. In Section 2 we de-
scribe the video annotation process. In Section 3 we ana-
lyze the structure of the video and describe how we calcu-
late the semantic importance value for each video shot by
mutual reinforcement principle. In Section 4 we present our
video skim generation scheme. In Section 5 we show some
experimental results. Finally, we make conclusion in Sec-
tion 6.

2. Semantic video content annotation

2.1. Video shot segmentation

A video shot is an image sequence captured continu-
ously by a single camera. It is the basic building block of
edited videos like movies, broadcast news, TV shows, etc.
By some video segmentation algorithms [17], we can ef-
ficiently detect the video shot boundaries. With the video
shots detected, we can further make annotation for them,
and explore the higher-level structure of the video.

For video shot shi, we use its first frame kfibegin
and the

last frame kfiend
as the key frames that represent the visual

content of the video shot.

2.2. Semi-automatic video shot annotation

Given the detected video shots, we define the semantic
content description for a video shot, and we employ a semi-
automatic process to annotate the video shots.

Normally when we see a video, the two questions we
mostly want to ask is “Who?” (Who is the person this
video is depicting?) and “What?” (What is the person do-
ing?/What’s happening?). Thus in this paper, for each video
shot’s content description, we currently use the follow-
ing two semantic-concept contexts to describe the seman-
tic concept of the video shots:

1. Who–This context describes the main person in this
video shot.

2. What–This context describes the action taken by the
actors, or the events happening.

Under each context there are several concept terms de-
scribing the contents. The video concept description, the
corresponding contexts and the possible optional concept
terms are organized in a tree-structured manner named shot
concept tree, and the user can freely choose the right con-
cept terms for the semantic context. Moreover, the user can
easily extend, edit and reuse the shot concept tree. To accel-
erate the annotation process we employ a SVM-based rel-
evance feedback image retrieval module proposed in [18].
When doing annotation, the annotator is provided with the
video shot key frames for a preview. He can use the rele-
vance feedback module to retrieve the visually similar video
shots and copy the annotation to the similar shots thus the
whole semantic annotation process can be highly acceler-
ated. The similar video shots confirmed by the user are
stored for further usage. The relevance-feedback-assisted
video annotation interface is shown in Figure 2.

After the annotation, the video shot content description
can be written in a two-unit tuple: d = {Fl, Fs}, which
is the low level features and the high level semantic con-
cept. Here Fs = {ci}, where each context ci contains sev-



Figure 2. Video annotation interface

eral semantic concept terms {tij}. For a video shots shi,
we can put the concept terms together into a keyword set
Ti = {tij}.

3. Video structures and semantics

3.1. Video structure analysis

A video narrates a story just like an article does. From
a narrative point of view, a video is composed of several
video scenes {Sc1...Scn}, each of which depicts an event
like a paragraph does in the articles. A video scene is com-
posed by a series of video shots {sh1...shn}, each of which
is an unbroken image sequence captured continuously by a
camera. A video shot’s role is just like a sentence in arti-
cles. The visual content of a video shot can be represented
by its key frames. A video shot group Sgi is the interme-
diate entity between video scenes and video shots, which
is composed of several visually similar and temporally ad-
jacent video shots. Thus from top to down, a video has a
4-level hierarchical structure: Video, Video scenes, Video
shot groups, and Video shots [2]. Figure 3 shows the hierar-
chical structure of a video.

In the remaining part of this paper, we use lshi
, lSgj

and
lSci

to represent the length of video shot shi, video shot
group Sgj , and video scene Sci, which is the total num-
ber of images containing in them respectively.

Given the low-level features and the high-level semantic
description for each video shot, we can define two similar-
ity measures siml

ij and sims
ij as the similarity between two

video shots based on low-level features and high-level se-
mantic features.

The low-level similarity between two video shots is de-
fined as the maximal H-S histogram correlation between
their key frames, that is

V isualSim(shi, shj) = max
x,y

HistCorr(kfix
, kfjy

),

where x, y ∈ {begin, end}.
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Figure 3. Hierarchical video structure

Furthermore, we use the keyword similarity to measure
their semantic similarity, defined as follows:

sims
ij =

|Ti

⋂
Tj |

|Ti

⋃
Tj |

.

and we can linearly combine the two similarity measure into
a net similarity measure simij :

simij = k × siml
ij + (1 − k) × sims

ij .

Based on measure simij we can use the window sweep-
ing algorithm in [2] to find the video shot group and video
scene boundaries.

3.2. Video structure and video edit process

We have just determined the scene boundaries based on
the visual and semantic similarity. Now we continue to ex-
plore the semantic structure of a video scene.

The video editing process, described in [19], is like the
following: To describe an event the director will first shoot
the environment from several different angles, then mix the
video shots from various angles to assemble the final edited
video. For example, to depict a conversation, there should
be some overview shots showing all the people involved
at the beginning and the end of the scene, and there may
be several sets of video shots depicting each involved ac-
tor from different angles. The video shot sets are depicting
the same content (the actor), but since they might be shot
from different angles, they might not be grouped together
by analyzing the low level features. In this case, the shot se-
mantic description can help us to find such structure.

To better model the intention of the director, we pro-
pose a new concept called semantic video shot group. It is
made of a set of video shots that depict the same semantic
content. However, a semantic video shot group might not
be composed by visually similar video shots. The seman-
tic video shot group can be viewed as an intermediate entity



Figure 4. Movie edit process

between video shot group and video scene, and we can ex-
pect that video skimming generated upon this new structure
can achieve better performance since it carries the seman-
tic structure of the video. Another important sign of the di-
rector’s intention is the way he or she arranges the seman-
tic shot groups. The shot arrangement pattern analysis will
be discussed in Section 5.

3.3. Mutual reinforcement and semantic video
shot group detection

Given a video scene composed by a set of annotated
video shots, a set of video annotation concept terms, and
the corresponding contexts, we need to measure the rela-
tive importance of each video shot and each different con-
cept term. We employ the following mutual reinforcement
principle [16] to detect the semantic video shot groups and
perform an importance evaluation for each detected video
shot. Suppose that we have obtained a set of video shot de-
scriptions D = {d1...dn} based on a set of concept terms
T = {t1...tm} under the description context c, we hope to
get a rank to measure the priority of the description items
in the video shot description set. A weighted bipartite graph
can be built from T to D in the following way: If descrip-
tion di contains term tj , then we set up an edge between di

and tj , and we can compute a weight wij associated with
the edge. wij can be any non-negative measure of the re-
lationship between concept terms and descriptions. In this
paper, we define the weight such that if description di con-
tains concept term tj then wij = 1, else wij = 0.

The idea of mutual reinforcement principle [16] is as
follows: An important term should occur in many impor-
tant descriptions and an important description should con-
tain many important terms. The principle dictates that, the
importance score of a concept term is determined by the
importance scores of the descriptions it appears in; More-
over, the importance score of a semantic description is de-
termined by the importance scores of the concept terms con-
tained in it. Given the shot description set D, the term set

T , and the weight matrix W = [wij ], we use the vector U

and V to denote the importance scores for the term set T

and the description set D. Mathematically, we have the fol-
lowing relationship:

U =
1

k1
WV

and

V =
1

k2
WT U,

where k1 and k2 are some constants.
We can easily get

U =
1

k1k2
WWT U

and

V =
1

k1k2
WT WV.

Thus we can see that U and V should be the eigenvectors
of the matrix WW T and matrix W T W , respectively. Since
the elements in W are all non-negative, the largest eigen-
value of W T W and WWT must be also non-negative. In
that case, we may choose the eigenvectors corresponding
to the largest eigenvalue of WW T and WT W as the im-
portance scores for the concept terms and the shot descrip-
tions.

By this mutual reinforcement process we can find the im-
portance score vector for all the video shot descriptions. We
can see that video shots with similar content will have simi-
lar importance values. Thus by this importance value vector
we can group the semantically similar video shots into se-
mantic video shot groups. For a set of video shots, we com-
pute importance value vectors based on context “who” and
“what”, thus resulting in two vectors Vwho and Vwhat. Con-
sequently, the final importance vector is obtained by

V = Vwhat + Vwho.

We combine these two value vectors then use them to
classify video shots. Since the importance value is a mea-
sure for a shot’s relative semantic rank, according to the
importance value vectors, we can select several semantic
video shot groups with high importance values as key video
shot groups, and the rest content is treated as a background
shot group. Figure 5 shows the importance vector we ob-
tained from a video scene. Figure 6 shows some classified
shots based on the importance vector. On the top row the
shots contain two key actors thus they have the highest im-
portance value. The second and third row are those video
shots depicting one main actors. The above three video shot
groups form the key video shot groups. Other video shots
which do not contain key actors form the background video
shots group, as shown in the bottom row.



Figure 5. Importance vector of video shots

Figure 6. Some classified video shots

After we have found the semantic video shot groups, our
video summarization process will be just like an inversion
of the video edit process followed by another edit process.
We first group the video shots depicting the same content,
which is just the inversion of movie editing, and we select
some shots from the same group according to some rules
then reassemble them into the final video skimming.

4. Semantic video summarization

4.1. Summarization requests and goals

Basically there are two kinds of video skimmings:
overview and highlight. For a specific domain like sports
video and news, the user already knows some domain-
specific knowledge and he may just request those video
shots that he is interested in like “give me 3 minutes of video
about goals and corner kicks”. This kind of video skim-
ming is called “highlight”. But for movies, mostly the
user is totally unaware of the content thus can only spec-
ify a target length and hope to see enough details about the
video. The request may be like “give me 3 minutes of pre-
view showing what this video is about”. We call this kind
of video skimming an “overview”. In this paper we con-
centrate on the video overview generation.

To obtain meaningful video skimming, we specify sev-
eral goals that we would achieve as follows:

1. Conciseness–As required, the length of the generated
video skimming should be within the user specified
length Lvs.

2. Balanced content coverage–As the video is a struc-
tured document, the video skimming should be able
to represent the original content with balance. At the
same time, the visual and semantic diversity of the
original content should be reflected by the video skim-
ming.

3. Visual coherence–One problem for traditional video
skimming generation is that the user often feel that the
video skimming is quite choppy. Thus we hope to in-
crease the coherence of the video skimming while pre-
serving the content coverage.

Now that we have established the semantic video shot
groups and video scene boundaries, the final video skim-
ming can then be made by first making sub-skimmings for
each scene and then concatenating them. Thus our video
skimming generation scheme includes three steps: First, de-
termine the target length for each scene; second, extract the
sub-skimming according to each length; and finally, assem-
ble the sub-skims to form the final skimming.

4.2. Determine the sub-skimming length for each
scene

Suppose that the video is composed by a set of detected
scenes {Sci}, given total video skimming length Lvs, we
need to distribute the skimming length to each scene. It’s
natural that longer and more complex video scenes should
share a longer part in the final video skimming. To describe
the complexity of a video scene, we define the content en-
tropy for a video scene Sci as follows:

Entropy(Sci) =
∑

Sgj∈Sci

−
lSgj

lSci

log2(
lSgj

lSci

).

Here lSgj
and lSci

are the length of the video shot group
and video scene respectively, in terms of the image frame
number.

After we have calculated the content entropy for each
video scene Sci, given the total video skimming length Lvs,
we determine the target skimming length Sli for each video
scene in the following way:

1. For the video scenes {Sc1...Scn}, we first calculate
Sli = Lvs×

Entropy(Sci)×lSci∑
n
j=1

Entropy(Scj)×lScj

. If Sli is less than
the preset threshold t1, then the corresponding scene is
considered as non-important thus will be discarded.

2. For the remaining scenes {Sc′1...Sc′m}, we set

Sli = Lvs ×
Entropy(Sc′

i)×lSc′

i∑
m
j=1

Entropy(Sc′

j
)×lSc′

j

.



4.3. Extracting video shots by string analysis

Now that we have determined all the semantic video
scenes’ target lengths, we can continue to extract some
video shots from each video scene to form the sub-video
skimming. In [10] we proposed a graph optimization algo-
rithm to select video skimming shots. Each detected video
scene is modeled into a graph, and the video skimming
is generated by searching a constrained longest path in
that graph, such that a balanced content coverage can be
achieved. However, this method select separate video shots
thus the video skimming seems choppy. In this paper, we
use a new method based on string sequence analysis to se-
lect the shots, which is able to generate a more coherent
video skimming while still guarantee the content coverage.
We will compare the performance of the two methods in the
experiment.

After the mutual reinforcement process, we have the im-
portance vector V for the video shots, where each compo-
nent vi is the importance value of video shot shi. Based on
the importance value we can classify the video shots into
a set of semantic shot groups G = {gk}, including sev-
eral key video shot groups and one background video shot
group. Each semantic group gk has a group label lbk, shared
by the video shots contained in it. Let the set of group la-
bels be LB. Given a video scene Scx = {sh1....shn}, we
can have a group label string lb1....lbn, where lbi ∈ LB.

Here we provide some definitions for video shot string
analysis.

1. A video shot string str is defined as a series of con-
secutive video shots {sh1....shx}, with the group la-
bel string {lb1...lbx}. The importance value of a video
shot string Istr is defined as Istr =

∑x

j=1 vj , where
vj is the importance value of videos shot shj .

2. A non repetitive shot string (nrs string) is defined as a
video shot string {sh1....shx}, ∀i, j ∈ {1...x}, lbi 6=
lbj .

3. A k-non repetitive shot string (k-nrs string) is defined
as a non repetitive shot string with length k. We use
{k-nrsj} to denote a set of nrs strings with length k.

4. If stri is the sub-string of strj , we say that strj cov-
ers stri. For example, the 4-nrs string 3124 cov-
ers two 2-nrs strings {312, 124}, three 2-nrs strings
{31, 12, 24} and four 1-nrs strings {3, 1, 2, 4}.

nrs strings carries important information about how the
video editor arrange the video shots. We can easily find all
k−nrs strings by scanning the video label string. Then we
use them as skimming candidates. Some sample nrs strings
are shown in Figure 7.

To ensure the balanced content coverage, we hope that
the skimming shots should cover as many semantically im-
portant shots as possible. On the other hand, to guarantee

4 nrs

3 nrs

2 nrs

Figure 7. Several detected nrs string in a movie
scene

the coherence of the video skimming, we should pick more
longer substrings from the video shot list in the skimming.
Thus the k-nrs strings become good candidates for video
skimming since they are composed by video shots depict-
ing non repetitive contents, and they are a coherent part of
the original video. By scanning the video shot string we can
easily get all k-nrs strings for all k.

We then formulate the video skimming generation prob-
lem as follows:

Problem 4.1 For a video scene, given the target skimming
length Lvs, a set of video shots {sh1...shn} contained in the
scene, the corresponding video shot length set {li}, and the
corresponding video shot group label set {lb1...lbn}, find a
continuous nrs string set SKIM = {nrsj}, such that:

1.
∑

j Inrsj
is maximized (semantic importance summa-

tion is maximized);

2. |SKIM | is minimized;

3. Minimize the duplicated items in SKIM ;

4.
∑

j(lnrsj
) = Lvs.

To solve the above problem, we propose a greedy method
algorithm, as described in Algorithm 1.

Algorithm 1 continues selecting the most important un-
covered nrs string into the video skimming, and discard the
already-covered short nrs strings so that the semantic im-
portant contents are selected while the redundancy of the
video skimming is minimized. By this algorithm we obtain
a set of coherent video segments as the video skimming,
such that the content coverage and coherence can be simul-
taneously achieved.

5. Experiments

To test the performance of our proposed approach, we
have implemented the proposed video annotation and sum-
marization framework and applied it to some movie clips.
We employed a PC with 2.0G hz P4 CPU and 512Mb RAM



Algorithm 1 Video skimming selecting algorithm
Input: The set of all nrs strings NRS; The target skim-
ming length Lvs;
Output: The selected nrs set SKIM that form the video
skimming
BEGIN SKIM = ∅
STEP 1: Sort the nrs strings in NRS according to their
importance value;
while Lvs > 0 do

Select the best nrs string nrsopt, such that:

1. Lnrsopt
< Lvs

2. ∀nrsi ∈ N and Lnrsi
< Lvs, Inrsopt

≥ Inrsi

if Found then
1. SKIM = S ∪ {nrsopt}

2. Lvs = Lvs − Lnrsopt

3. NRS = NRS − {nrst|nrsopt covers nrst}
else if Not found then

GOTO END
end if

end while
END

on the Win2000 OS as the test bed. The weight parame-
ter k is set to 0.6, and the time threshold t1 is set to 4 sec-
onds. Three movie clips and one sitcom clip are processed,
and two video skimmings at skim rate 0.15 and 0.30 are ex-
tracted for each test video clip. Details about the video clips
are shown in Table 1.

To evaluate the quality of the generated video skim-
ming, we employ two criterion: meaningfulness and fa-
vorite. Since it is hard to objectively evaluate a video skim-
ming, we use the following subjective test to compare the
performance of our proposed scheme and the method we
proposed in [10]. We have invited 10 test users to watch
the video skimming generated from the video by the two
methods at skim rate 0.15 and 0.30. To evaluate meaning-
fulness, the test users are asked to answer several questions
about the key events that the video depicts (Who has done
what?). The scores are scaled to [0, 100]. To compare the
favorite, we ask the user to select a “better” video skim-
ming between the video skims generated by the two ap-
proaches, and the number of users who choose the skim as
“better” is recorded as the favorite score. Figure 8 and Fig-
ure 9 show the average meaningfulness and favorite scores
respectively for the video skims generated by our proposed
method and the method in [10]. The number of continu-
ous video segments according to the original video that the
video skims contain is employed as a measure of coher-
ence. The experimental results are summarized in Table 1
(Where Mfn. means Meaningfulness, Fav. means favorite,
N.S. means Number of Segments, SEM means the new se-
mantic approach, and GRA means our old graph based ap-

proach).

Figure 8. Meaningfulness Scores

Figure 9. Favorite Scores

Our experimental results are quite encouraging. In terms
of meaningfulness, at skim rate 0.15, the proposed method
obtain a quite high mean score 77.95. At skim rate 0.30,
the score is even higher. Moreover, in most cases, our new
approach has gained a higher score than our previous ap-
proach. In terms of favorite, we can see that although both
video skimmings are meaningful, most users would prefer
the video skimming generated by the new method. We also
find that our new approach generates much less video seg-
ments than the previous approach, which greatly increases
the coherence. From the experimental results we can make
the conclusion that our proposed method is able to gener-
ate a better video skimming in comparison with our previ-
ous work.

6. Conclusion

In this paper, we illustrate a novel framework for seman-
tic video summarization. We obtain the semantic informa-
tion and structure information of the video, compute the se-
mantic importance of each video shot, analyze the shot ar-
rangement patterns, and finally, we obtain a dynamic video
skimming by selecting the key video shot strings. The ex-
perimental results show that our approach ensures both bal-
anced content coverage and visual coherence.



Video Clip Duration Actors Events Skim Rate Mfn. Fav. N.S.

Movie1 1403 sec. 9 7
0.15 78.5/82.3 7/3 15/59
0.30 97.1/95.6 9/1 22/89

Movie2 1230 sec. 7 8
0.15 77.5/ 76.4 9/1 16/44
0.30 96.2/ 92.9 10/0 22/65

Movie3 477 sec. 6 4
0.15 82.5/ 80.5 6/4 12/30
0.30 92.5/95.0 9/1 19/46

Sitcom1 1183 sec. 8 9
0.15 73.3/71.1 7/3 24/54
0.30 88.8/84.3 8/2 46/87

Average — — —
0.15 77.95/77.57 7.25/2.75

—0.30 93.65/91.65 9/1
Table 1:User test results. Scores for the new approach are in bold

In the future, we will investigate interactive personalized
video summary upon our framework, and develop more ef-
ficient automatic or semi-automatic video content annota-
tion techniques.
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