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Abstract

The VLSI fabrication has entered the deep sub-micron era
and communication between different components has sig-
nificantly increased. Interconnect delay has become the
dominant factor in total circuit delay. As a result, it is nec-
essary to start interconnect planning as early as possible.
In this paper, we propose a method to combine intercon-
nect planning with floorplanning. Owur approach is based
on the Wong-Liu floorplanning algorithm. When the posi-
tions, orientations, and shapes of the cells are decided, the
pin positions and routing of the interconnects are decided as
well. We use a multi-stage simulated annealing approach in
which different interconnect planning methods are used in
different ranges of temperatures to reduce running time. A
temperature adjustment scheme is designed to give smooth
transitions between different stages of simulated annealing.
Experimental results show that our approach performs well.

1 Introduction

With VLSI fabrication entering the deep sub-micron (DSM)
era, devices are scaled down to smaller sizes and placed at
an ever increasing proximity. At the same time, increase of
die dimensions allows more functions to be integrated into
one chip. All these significantly increase the communication
between different components, thus increasing the amount
of interconnect on a chip. Moreover, the scaling down of
fabrication geometry also makes interconnect delay a dom-
inant factor in total circuit delay [1]. These trends make
interconnect planning a necessary step in DSM design [4].

Global interconnects have significant influence on sys-
tem performance in DSM technologies. Floorplanning, the
process of placing functional blocks on the chip, can signifi-
cantly affect the global interconnect structure. Many floor-
planning algorithms have been proposed in the past twenty
years [5, 9, 2, 8, 3, 6]. All these algorithms focus on plac-
ing the circuit blocks using simple interconnect cost (e.g.,
total wire length) to guide the optimization. Without ac-
curate interconnect planning during the floorplanning pro-
cess, it is difficult for these algorithms to meet performance
constraints due to unexpected “long” global interconnects
resulted in the later routing stage.

In this paper, we propose a method to combine intercon-
nect planning with floorplanning. Owur approach is based
on the Wong-Liu floorplanning algorithm [9]. Recall that
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the Wong-Liu algorithm uses Polish expressions to repre-
sent floorplans and searches for an optimal floorplan using
simulated annealing by iteratively generating Polish expres-
sions. Every time a Polish expression (i.e., a floorplan) is
examined, the shapes of the blocks are optimized and the
total wire length is used as the interconnect cost. In this
paper, instead of using the total wire length, we propose to
perform careful interconnect planning with respect to the
current floorplan being considered and obtain a much more
accurate interconnect cost.

The interconnect planning step performs pin assignment
and simple-geometry routing based on L-shaped and Z-shaped
wires. Taking advantage of the nature of simulated anneal-
ing, we use different interconnect planning methods in dif-
ferent ranges of temperatures to reduce the running time.
In particular, we use the conventional wirelength estimation
by half-perimeter of net bounding box when temperature is
high, and use a more accurate interconnect cost based on L-
shaped routing when temperature is in the medium range,
and finally use Z-shaped routing when temperature is low.
In order to implement our multiple cost function scheme, we
found that it was necessary to introduce a temperature ad-
justment method to cope with the intrinsic discontinuities
resulted in the process of switching cost functions.

The rest of the paper is organized as follows. We in-
troduce the algorithms for interconnect planning in Sec-
tion 2. Section 3 discusses the multi-stage simulated anneal-
ing approach. Section 4 reports the experimental results for
MCNC benchmarks and Section 5 concludes the paper.

2 Efficient Interconnect Planning

To simplify our discussion, we assume there are two layers
for the routing of global interconnects — one layer for ver-
tical wires and the other layer for horizontal wires. (How-
ever, our approach is applicable to designs with more than
two layers.) We allow different layers to have different de-
sign rules, i.e., the minimum wire width and the minimum
spacing in each layer are different. In order to estimate con-
gestion /routability, we divide the floorplan into a number of
bins by a grid the same way that it is typically done in global
routing [7]. For each bin boundary, we define its capacity as
the maximum number of nets that can cross it. Clearly, the
capacity of each boundary can be easily computed based on
its length (or width) and the design rules (i.e., minimum
wire width and minimum wire spacing) for that layer. If the
number of nets crossing a bin boundary exceeds the capacity
of the bin boundary, we say there is overflow. Each global
routing solution gives us the number of nets crossing each
bin boundary, thus giving us detailed congestion/overflow
information. Our goal is to plan the interconnects to avoid
congestion/overflow as much as possible.



2.1 Pin Assignment

The first step of interconnect planning is pin assignment.
After module sizes and positions are fixed in a given floor-
plan, we determine the pin positions on each module. A sim-
ple strategy is used for efficiency. For each net, we connect
the centers of the modules in this net and get the intersec-
tion points on the module boundaries as pin positions. This
simple heuristic makes sense since it tries to minimize total
wirelength. Note that each module boundary is partitioned
into a number of boundary segments by the grid. Since each
boundary segment can only accommodate a limited number
of pins, we should make sure that the number of pins we as-
sign to each boundary segment does not exceed its capacity.
If segment overflow occurs, we redistribute some of the pins
to neighboring segments. Another guideline for pin assign-
ment is to evenly distribute the pins so that no boundary
segments are too crowded.

2.2 Simple-Geometry Routing

After pin assignment, pin positions are known. We then
perform simple-geometry based global routing to connect
the pins. For a net with n pins where n > 2, we first con-
struct a minimum spanning tree connecting the pins using
the Manhattan distance metric. The net is then decomposed
into a set of two-terminal nets which correspond to the edges
of the minimum spanning tree. After that, we have a set of
nets with only 2 pins. For each of them, we connect the two
pins using simple-geometry routing based on L-shaped or
Z-shaped wires. Since the algorithms for L-shaped routing
and Z-shaped routing are similar, they will be described to-
gether. Before we do simple-geometry routing, we map the
pin positions of the nets to the corresponding bins. We use
a sequential routing approach, that is, we route one net at
a time. There are two steps in our simple-geometry routing
algorithms. The first step is to use a stochastic approach to
obtain the initial global congestion information. The second
step is to utilize the information from the first step to route
nets one by one.

In the first step, we estimate the congestion on each
bin boundary by the expected number of nets crossing that
boundary. Consider a two-pin net with pins p1 = (z1,y1)
and p2 = (x2,y2). If only L-shaped routes are allowed, there
are at most two routes to connect the two pins, as shown in
Figure 1. Assume that each possible route is equally likely,
we can add 1/2 to each bin boundary on the two routes as
the net’s contribution to the expected number of nets cross-
ing that boundary. For Z-shaped routing, we compute the
expected number of nets crossing each bin boundary as fol-
lows. Let m denote the total number of Z-shaped routes
connecting p1 and p2. As we can see, if £1 = 2 or y1 = yo,
then m = 1. Otherwise, m can be computed as follows.

m = |21 — 22| + |y1 — |

For each bin boundary e, let m. be the number of possible
Z-shaped routes for the net to cross e. We again assume all
routes are equally likely. Clearly, the net’s contribution to
the expected number of nets crossing e is me/m. For the
example shown in Figure 2 for Z-shaped routing, m = 6 and
me = 1 where e is the right boundary of bin(2,3). Thus the
net’s contribution to the expected number of nets crossing
e is me/m = 1/6. Putting contributions from different nets
together, we can get the expected number of crossing nets
on each boundary.
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Figure 2: Z-shaped Routing

In the second step, we route one net at a time. When
routing a net, we first remove its contribution from the ex-
pected number of crossing nets at each bin boundary. Then
we determine a routing path with minimum crossing cost.
The cost of crossing a bin boundary depends on a few fac-
tors. We use OF¢. to represent the overflow amount on bin
boundary e, RD. to represent the difference between the
current crossing (no overflow yet) and the capacity of e, and
OV L to represent the overlapping length with previously
routed wires belonging to the same (multi-pin) net. We de-
termine a routing path which minimizes the following quan-
tity: Y OF? + 3% ,1/RD? — yOVL?. The first part is
a penalty term, meaning that the global router is penalized
because of going through the congested bin boundary. The
second term is a prevention term, that is, the global router
prevents from taking the path that is reaching saturation
of the capacity. The third term is a reward that the router
follows previous routes for those two-terminal nets within a
multi-terminal net. After routing a net, if the route crosses
a bin boundary e, we add 1 to the expected number of nets
crossing e to reflect the real route. If the current crossing of
the bin boundary exceeds the capacity, mark this net to be
ripped-up and re-routed. For all nets that need to be ripped-
up and re-routed, we process them in the order from the
most congested net, which is the net crossing the maximum
number of congested bin boundaries, to the less congested
ones trying to remove overflow as much as possible. Then
we examine the results by getting the total square overflow
terms of all bin boundaries. If the current overflow status
exceeds the former one, we recover the net to its original
route.



3 Multi-Stage Simulated Annealing

Among our two interconnect planning approaches, Z-shaped
routing is more accurate than L-shaped routing. But Z-
shaped routing is also more expensive than L-shaped rout-
ing. Using Z-shaped routing all along will give the most
accurate estimation. However, based on the characteristics
of simulated annealing, we can speed up the procedure with-
out sacrificing the quality of solutions.

The Wong-Liu floorplanning algorithm [9] is based on
simulated annealing which is a technique for solving general
optimization problems. The algorithm moves from one so-
lution to another, trying to find the optimal solution. It
accepts a move with the probability e 2c/ T where AC
is the increase of cost by that move and T is the current
temperature. When the temperature is very high, different
estimation methods for the cost will not show much dif-
ference on —AC/T. This means it does not affect much
in performance if we use rough cost function at the begin-
ning of annealing. When temperature gradually decreases,
we use more accurate cost estimation. As we can see, the
L-shaped routing estimation is more accurate than the sim-
ple center-to-center or half-perimeter estimation. Similarly,
the Z-shaped routing is more accurate than the L-shaped
routing estimation. Therefore, we will start with the center-
to-center or half-perimeter estimation, gradually transfer to
the L-shaped routing, and finally reach the Z-shaped rout-
ing. This multi-stage approach is very effective in reducing
total running time.

In fact, multi-stage simulated annealing is just a method
to combine different approaches together in one process.
It should be reasonable if those different approaches used
in multi-stage simulated annealing are not totally different,
which means they have a certain degree of correlation. In
this paper, we use a three-stage simulated annealing ap-
proach. The first stage is to get a good initial solution by
using only the half-perimeter wire length estimation. The
second stage is to estimate interconnect cost by using L-
shaped global routing. The third stage is to estimate inter-
connect cost by using Z-shaped global routing. The transi-
tions between stages are not very abrupt since they evolve
from simple to complex, from rough to accurate. However,
even for very similar estimations, we still need to find a way
to take care of any possible discontinuity in switching cost
functions.

3.1 Cost Function Transitions

The cost function used in [9] is A + AW, where A is the to-
tal area of the packing, W is the half-perimeter estimation
of the interconnect cost, and A is a constant which controls
the relative importance of these two terms and is usually
set such that the area term and the interconnect term are
approximately balanced. In this paper, we use the cost func-
tion 1 = @A + W + yOF, where A and W are the same
as in [9] and OF is the sum of the square of overflow in
routings. Although the format of cost function is identi-
cal for three stages of the process, the content of each term
is different. The term W in stage 1 is obtained by apply-
ing half-perimeter method of net bounding boxes; the term
W in stages 2 and 3 are obtained by applying pin assign-
ment and summing the net length from pin positions. The
term OF in stage 1 is zero; the term OF in stages 2 and
3 is applying simple-geometry routing and computing the
congestion /routability estimation of bin boundaries. As we
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mentioned earlier, in order to cope with the discontinuities
resulted in the process of switching cost functions, we intro-
duce a temperature adjustment method, which is described
in next sub-section.

3.2 Temperature Adjustment

Simulated annealing uses temperature to control the prob-
ability in accepting uphill moves. We use a temperature
schedule of the form T) = r % Ty_1,k = 1,2,3,.... The ini-
tial temperature Tp is determined by performing a sequence
of random moves and computing the quantity Aayg, the av-
erage value of the magnitude of change in cost per move.
We should have e~2*v&/T0 = P 1 so that there will be a
high probability of acceptance at high temperatures. This
suggests that T = —A,vg/In P is a good choice for Tp.

In [9], a single cost function is used to evaluate the qual-
ity of a solution. However, in this paper, we use different cost
functions in different stages. We know that one major term
to decide the acceptance of a solution in simulated annealing
is e"2Y/T . Take the transition between the first stage and
the second stage as an example, the difference of cost in the
second stage is relatively larger than that in the first stage.
That is, —ACola >> —AChew- Therefore, the acceptance
ratio in the iterative-based process will drop suddenly and
the simulated annealing process will end prematurely. For
example, in the experiment of ami33 benchmark, when we
encounter the stage transfer from half-perimeter estimation
to L-shaped routing, the average ACqq is 46.5 and the av-
erage AChew is 97.5. The acceptance ratio in the first stage
is 0.809 and is 0.639 in the second stage.

In our approach, in addition to calculating the starting
temperature of the first stage, we also determine the starting
temperature of the second and the third stages by calculat-
ing random move cost with the same approach. When we
reach the transition between first and second stages or be-
tween second and third stages, we compute the initial tem-
perature of the second or the third stage T” by getting the
new average value of the magnitude of change in cost per
move, and using the current acceptance ratio, Peyrr_acpt, aS
a reference probability: T' = —Aj,,/In Peyrr_acpt-

Although we use the current acceptance ratio to com-
pute the new initial temperature during transition, the ac-
ceptance ratio will rise. The reason is that for the very
first initial temperature estimation, we measure the term by
random walks, but there exists very few random walk when
transition occurs. We handle this by reducing the tempera-
ture much faster than the usual cooling ratio, until the ac-
ceptance ratio goes back on track. Experiments show that
this approach is really helping the continuity of the simu-
lated annealing process and the quality of performance.

4 Experimental Results

‘We have tested our approach on some MCNC building blocks
examples. All experiments were carried out on a 300MHz
Pentium II Intel Processor. In order to compare the per-
formance of the interconnect planning approach with that
of the conventional approach [9] in terms of routability, we
perform pin assignment and use Z-shaped routing to route
the nets in the final floorplans produced by the conventional
approach. Figure 3 shows the floorplan obtained by our pin
assignment and interconnect planning approach. Figure 4
shows the floorplan obtained by the conventional approach.
The dashed lines are the grid lines, and the thickness of the



Our Floorplanner Floorplanner in [9] Improvement
Data n Time Dead Total Max Dead Total Max Total Max
(sec) | Space(%) | Vios(um) | Vio(um) | Space(%) | Vios(um) | Vio(pm) | Vios(%) | Vio(%)
apte 9 277.6 0.99 0.51 0.27 0.86 10.31 3.45 95 92
Xerox 10 | 589.7 0.14 0.0 0.0 0.07 23.92 8.88 100 100
hp 11 141.2 0.30 0.76 0.68 0.61 15.16 3.34 95 80
ami33 | 33 2220 3.66 1.55 0.64 5.68 15.96 2.64 90 76
ami49 | 49 4041 2.93 7.68 2.75 3.21 38.62 6.75 80 59

Table 1: Performance of our approach on MCNC examples; compared with the method in [9]

lines in the boundaries denote the degree of overflow. We
can see significant difference in Figure 3 and Figure 4 for
ami49 benchmark in terms of wire overflow, while the pack-
ing areas are about the same (Table 1). For the five MCNC
benchmarks shown in Table 1, we observe that the new ap-
proach produces floorplans which are much more routable
than the ones produced by the original floorplanner. Note
that the maximum violation in Table 1 indicates the maxi-
mum amount of overflow occurred in any bin boundary af-
ter interconnect planning, while the total violations indicate
the total amount of overflow occurred in a floorplan. In fact,
the new method achieves a significant percentage of improve-
ment in maximum violation and total violations without any
area overhead.
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Figure 3: Floorplanning result of ami49 using interconnect
planning approach

Figure 4: Floorplanning result of ami49 using conventional
floorplanning approach

5 Conclusion

This paper presents a method to integrate floorplanning
with interconnect planning. Simple-geometry routing is used
to efficiently plan wires during module packing. A conges-
tion cost is combined into the Wong-Liu simulated annealing
based floorplanner, and a multi-stage simulated annealing
strategy is used to effectively reduce the running time. We
further develop a temperature adjustment approach to cope
with the discontinuity resulting from switching cost func-
tions. Experimental results show that our approach works
well.
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