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The rediscovery and popularization of the backpropagation training technique for multilayer perceptrons
as well as the invention of the Boltzmann machine learning algorithm has given a new boost to the
study on supervised learning networks. In recent years, besides widely spread applications and various
further improvements of the classical backpropagation technique, many new supervised learning models,
techniques as well as theories, have also been proposed in a vast number of publications. This paper tries
to give a rather systematic review on the recent advances on supervised learning techniques and models
for static feedforward networks. We summarize a great number of developments into four aspects:

(1)

2

®3)

(4)

1. Introduction

Various improvements and variants made on the classical backpropagation techniques for Mul-
tilayer (static) perceptron nets, for speeding up training, avoiding local minima, increasing the
generalization ability as well as for many other interesting purposes.

A number of other learning methods for training multilayer (static) perceptron, such as derivative
estimation by perturbation, direct weight update by perturbation, genetic algorithms, recursive
least square estimate and extended Kalman filters, linear programming, the policy of fixing one
layer while updating another, constructing networks by converting decision tree classifiers and
others.

Various other feedforward models which are also able to implement function approximation,
probability density estimation and classification, including various models of basis function
expansion (e.g. radial basis functions, restricted coulomb energy, multivariate adaptive regression
splines, trigonometric and polynomial bases, projection pursuit, basis function tree and many
others) and several other supervised learning models.

Models with complex structures, e.g. modular architecture, hierarchy architecture and others.
Altogether, we try to give a global picture of the present state of supervised learning techniques
(not including all the theoretical developments) for training static feedforward networks.

applications have been explored. In particular, the

The newly renascent neural network research has ex-
perienced an explosive period in recent years. During
this period, not only numerous improvements and
developments have been made on those models and
methods developed in the 1960s and 1970s but also
a number of new models and methods have been
proposed. Moreover, many theoretical issues have
been studied and clarified and tremendous practical
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study on supervised learning neural nelworks has
developed drastically and has become perhaps the
most popular branch in this field.

Triggered by Rosenblatt’s Perceptron!31:132 and

Widrow’s Adaline,?®° the study of supervised learn-
ing nets was prosperous in the 1960s with a num-
ber of interesting algorithms proposed. Some of
these algorithms like Perceptron,'3!:132 Adaline?3®



254 L. Xu

and Ho-Kashyap®3 algorithms still survive vigorously
nowadays. However, the research of this period was
mainly concentrated on using one single neuron as
a classifier which is only suitable for solving the lin-
ear separable problem.*%1% Due to the lack of effec-
tive and workable training tools for multilayer neural
networks and the shunting force of the increasingly
heated waves of symbolic artificial intelligence in the
same period and probably also partly due to Minsky
and Papert’s influential book,!4® the earlier wave of
neural networks ceased around the end of the 1960s
and the beginning of the 1970s.

The rediscovery and popularization of the
backpropagation training technique for multilayer
feedforward networks by Rumelhart, Hinton and
Williams in 198633 as well as the invention of the
Boltzmann machine learning algorithm? has caused
a new boost to the study of supervised learning nets
which has rapidly become a main stream of the cur-
rent neural network renaissance. In recent years,
besides widely spread applications and various fur-
ther improvements of the classical backpropagation
technique, many new supervised learning models,
techniques as well as theories have also been pro-
posed. Currently, there has already been a huge
amount of publications about these topics in the lit-
erature. In order to pick up the main threads of
recent developments, we first classify the results of a
great diversity of learning techniques into categories
and then define the scope of our survey in this paper.

Roughly speaking, various supervised learning
nets can be grouped into two big categories: feed-
forward nets and recurrent nets. In a feedforward
net, there is no circular or feedback information flow.
By contrast in a recurrent net, there exists some cir-
cular or feedback (also called recurrent) information
flow. The two categories of nets have salient dif-
ferences in their dynamic characteristics. Recurrent
nets are dynamic systems which can demonstrate
dynamic behaviors of different complexities. Feed-
forward nets can be further divided into two subcat-
egories. One consists of static nets which simply map
static inputs into static outputs without any dynamic
processing. A feedforward net is a static net if the
temporal properties of all its neurons® and synapses®
are ignored (i.e. these neurons and synapses are time-
delayless devices). The other subcategory consists

® Or units or cells. These names are used interchangeably in
this paper.

> Or connections or weights. They are also used interchange-
ably in this paper.

of feedforward nets in which some neurons and/or
synapses have temporal properties (e.g. time delay
and finite impulse response studied in Refs. 223, 47
and 22). These nets are again dynamic nets. In gen-
eral, static nets are suitable for memory, association
and recognition of spatial (or static) patterns while
the dynamic nets are more suitable for memory, as-
sociation and recognition of temporal sequences, and
thus more suitable for the tasks of speech recogni-
tion, (Refs. 129, 3 and 100) robot control, (Refs. 106,
238) identification and control of other dynamic sys-
tems (Refs. 231, 154 and 137) as well as for studying
the rhythmic and chaotic behaviors of biological sys-
tems (Refs. 6, 217, 36 and 251).

Due to space limitations, this survey will only
focus on feedforward nets of the static subcategory,
trained by supervised learning. In recent years, the
studies of dynamic nets have also experienced an ex-
plosive development period, ranging from the studies
of the classical quasistatic full connection symmetric
net (i.e. the so-called Hopfield nets3?) to stable dy-
namic nets (e.g. feedforward nets with time delays
or finite pulse response properties (Refs. 223, 47 and
22), synchronous partially recurrent nets,°6:56 recur-
rent nets of real or continuous time (Refs. 241, 168,
230 etc.), oscillatory pattern generating nets?!? and
even chaotic nets (Refs. 36, 224 and 251). Their de-
velopment constitutes a rather comprehensive new
subcategory. Thus we will put them aside and not
review them here.

Presently in the literature, the developments on
supervised learning static feedforward nets are scat-
tered among many different publications. Although
some of these developments have been reviewed in
a number of the recently published survey papers
(Refs. 12, 32, 45, 46, 139, 115, 87, 240, 5, 117, 170,
and 75) and books (Refs. 74, 67, 116, 84, 156, 226,
185, 161, 111, 48, 83 and 20), there is still the lack
of a complete and systematical review which covers
all the major developments, especially those made in
the recent two years. Here, according to our knowl-
edge, we would like to summarize these major devel-
opments into the following five aspects.

o First, based on the classical backpropagation tech-
niques for multilayer (static) perceptron nets,
many improvements and variants have been made
for speeding up training, avoiding local minima,
increasing the generalization ability as well as for
many other interesting purposes. E.g.

(1) several heuristic techniques have been pro-
posed for avoiding local minima and for speed-



ing up learning (Refs. 119, 157, 135, 178, 248,
4, 216, 147, 228, 191, 58, 33, 204, 189, 41, 220,
202, 8, 86, 219, 38, 243 and 77) and other gra-
dient techniques (Refs. 122, 141, 179, 21, 225
and 163) have been used to replace the simple
steepest descent approach to increase conver-
gence speed;

(2) a number of techniques are proposed for in-
creasing the network’s generalization ability
(Refs. 183, 130, 206, 84, 124, 34, 35, 87, 80,
153, 101, 221, 215, 234, 13, 78, 85, 126, 76
and 19);

(3) in addition to the least square error criterion,
several other error criteria’ have been tested
(Refs. 31, 81, 151, 152, 13, 71, 184, 223, 109,
200, 125, 82, 17, 87, 89, 57, 252, 94, 4, 141,
79, 11, 60, 108, 30, 58 and 127);

(4) some other variants (e.g. obtained by using
other types of neurons) have been also studied
(Refs. 211, 123, 235, 90, 200, 212, 243, 112,
97, 132, 70, 199 and 52).

Second, the monopoly role of the backpropaga-
tion learning technique in the training of multi-
layer perceptrons has been shared by a number of
other learning methods such as derivative estima-
tion by perturbation (e.g. MRIII” and model free
learning®®), direct weight update by perturbation
(e.g. local variation,'®® random optimization® and
simulated annealing®®), genetic algorithms (Refs.
236, 149, 237, 146 and 120), recursive least square
estimate and extended Kalman filters (Refs. 205,
53, 172, 196, 190 and 118), linear programming, !9
the policy of fixing one layer while updating an-
other (Refs. 1, 208, 72 and 66), constructing
networks by converting decision tree classifiers
(Refs. 194, 195, 27 and 218), and others (Refs. 114,
63 and 145). These methods may have one or more
advantages over back propagation techniques, e.g.
these advantages include better performance, fast
learning, avoiding local minima, easy for VLSI fab-
rication etc.

Third, many other models of static feedforward
nets have been attracting the interests of more
and more researchers. Examples of these models
are various models which implement function ap-
proximation or probability density estimation by
basis function expansion (Refs. 64, 95, 12, 65, 161,
10, 61, 173, 164, 175, 176, 192, 133, 98, 193, 209,
210, 37, 62, 171, 28, 169, 39, 68, 150, 177, 121,
158, 213, 186, 247, 166, 233, 107, 105 and 24),
as well as a number of other unsupervised learn-
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ing models (Refs. 117, 116, 155, 19, 99 and 249).
Having some significant differences from the back-
propagation approach, these models usually have
closer relations with the theories of mathematical
function approximation, statistical decision analy-
sis and regression analysis.

o Fourth, instead of the sole preference of the con-
ventional multilayer feedforward structure (i.e. the
general purposed, distributed network structure
fully connected between layers), in the recent two
years, hierarchical, modularized and other specif-
ically designed problem-dependent network struc-
tures have become increasingly popular (Refs. 103,
159, 244, 214, 187, 160, 23, 40, 16 and 25) because
of the need for solving more complicated real prob-
lems. Moreover, these special structured nets can
usually save a lot of training and storage cost and
improve performance.

e Fifth, a number of theoretical issues have been
studied and clarified. These results involve the
universal approximation of continuous functions,
best approximation ability, learnability, capability,
generalization ability and the relations between
these abilities to the number of layers in a network,
the number of the needed neurons (or hidden neu-
rons), as well as the number of training samples.
These results can not only mathematically justify
the uses of various neural nets but also guide the
design, modification and application of these nets.

This paper is organized in such a way that from
Secs. 2 to 4, the first four aspects above are surveyed
in order. The issues of the fifth aspect will be
addressed in a separate paper.

Due to the drastic rate of developments and the
great number of publications in the literature, it is
impossible to mention all the new developments in
this single survey. Hence, we would like to say that
our survey will only give a schematical outline (but
by no means complete) with focus on the issues of
methods and techniques. In particular, there are
no applications reviewed here, although the tremen-
dous and successful applications of supervised learn-
tng nets is an important feature in neural network
research in recent years. Many application papers
can be found in a number of journals and confer-
ence proceedings. The information not outlined in
this paper can be found in several other good review
papers such as Widrow?4° for the 30 years work of
his group at Stanford University, Poggio!™ for reg-
ulation theory and RBF nets as well as their rela-
tions to several other kinds of nets, Barron et al.!?
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for the earlier results on theoretical tissues, Amari,®
Kohonen,''” Grossberg and Carpenter3? for the sur-
veys of their work over more than twenty years re-
spectively. Moreover, the surveys on those previously
developed and already quite well established meth-
ods and models can be found in several previous sur-
vey papers (Refs. 45, 46, 139, 115, 87 and 75) and
a number of text books (Refs. 74, 67, 116, 84, 156,
226, 185, 161, 111, 48, 83 and 20).

2. Backpropagation Techniques:
Improvements and Variants

2.1. Multilayer percepirons and
backpropagation

The backpropagation technique was proposed for
training multilayers (static) perceptrons by Rumel-
hart et al.133°

The architecture of the networks have the follow-
ing three features:

e Layered structure.
All the neurons are aligned into multiple layers.

o Directed forward connections.
The neurons within the same layer have no con-
nections while the neurons between two successive
layers are fully connected (i.e. each neuron in a
layer emits directed connections towards all the
neurons of the suceeding layer).

e Homogeneous neurons.
Every neuron in the whole net has the same type of
sigmoid-summation function and every neuron in
the same layer has the same fan-in number (i.e. the
same number of connections towards every neuron
of the same layer).

Assume that such a net has L+ 1 layers with the
Oth (i.e. the bottom) layer being the input layer and
the Lth (i.e. the top) layer being the output layer.

Let o; (9 denote the output of the jth neuron in the

gth layer and wj(") the connection synapses coming

from the kth neuron in the ¢ — 1th layer, then we
have
qu) — a(y](.q))

ﬂq..l 1)
1 (
ygq) — Z w;«;c)ogcq )

¢ In fact, the invention of the technique has a colorful history.
It was invented independently several times (Refs. 29, 229 and
162) before it finally became popularized by Rumelhart et al.
in 1986.

() :

where y; 1s called the activation level of the neuron,
ng_1 is the number of neurons in the ¢ — 1th layer
and o(y) is a sigmoid activation function given by

o(y) =1/(1+e%)
o(y) = (e —e™¥)/(e® + %),

where a is a slant parameter which is usually set at
a=1.

When given an input x = [z, 22, . xn] to the
bottom layer, we have o(®) = [0(0) . os. ] =xand
ng = n. The input goes up through the intermediate
layers (usually called hidden layers) to the output
layer to produce the outputs f;(z) = oEL), i=1,...,
m, where m = np. Therefore, as a whole, the net

functions as a compound vector function F(x) =

[fi(x),..., fm(x)] given by
fi(x) = oo (Sl Vo (- o(Z w‘”z;)))()

(2)

fi(%) = P oSl Vo(- - o “’x,)))

In fact, the function is determined by the value of
each element in the weight set W = {w(q)|w(9) € R,
g=1,...,Lii=1,...,n_1,5 =1,. .,nq} By
varying the values taken by the set W, the net is
capable of implementing a set of functions

Y ={F:R" - R"|F(x)= F(x,W),

5
wg’) €R, forall w(q) EW}. ©)

Given a set of training data D = {(xp,dp),p =
1,...,N,}, with each x, being an input vector
and each d, being the correspondent desired output
vector as supervisor, where x, can be either real
(i.e. x, € R™) or binary (i.e. x, € [0,1]*); and d,
usually can be one of the three choices:

(1) real d, € R™ when the net is used for
approximating a real function;
(2) binary d, € [0,1]™ when the net is used as a
coder;
(3) a Vertex of the m dimensional unit hyper-
cubic, i.e.
d, evclo1™,

V={[bir,... ,bim]|bix = bix
fori,k=1,...,m}d

Sik =1, ifi=k; otherwise, 6 =0.



when the net is used as a classifier. The
task of supervised learning is to let W = W
with W being a set of specific values taken by
each element of W in order to give a specific
function

F(x) = F(x,W)|lw=w , (6)

such that under the least square error criterion ¢ =
||d — F(2)||? the total error

P
Ex=) ¢, ¢=llel?
p=1 (7)

€P=dP_F(xP)’

is minimized.

Thus, one reaches a typical nonlinear optimiza-
tion problem. The backpropagation technique uses
the gradient descent method for solving the problem,
i.e. by iteratively adjusting each connection weight
w](-?) by

At = a2 (8)

where « is the step factor called the learning rate.
The key of the technique is to obtain the deriva-
9E, .

tives o) for every weight in the net. When p =
It

L, F(x) = [ogL),... ,059, it follows from Eq. (7
that the derivatives can be obtained by directly dif-
ferentiating E; for ¢ < L, by applying the chain rule
on E5, we can obtain

OFE, OF, ay}q) _ OFE, (g-1)

= = T0;
ol oy oD 9yl®

) (9)

OB, _ g~ 0B ™)
33/](-4) p ay§c41+1) ay](ﬁ)
— O\ aﬁi‘L (0)
=0 (y] )zk_Jay,Eq*_l)wkj ) (10)

i.e. the derivatives of the lower layer can be
recursively obtained from the derivatives in its
immediate upper layer. Or in other words the deri-
vatives are propagated downwards by the simple
formula Eq. (10) in the opposite direction to the up-
ward information flow by Eq. (1), hence the name
backpropagation.

The technique is really simple but it works, which
makes it the most popular technique in the neural
network field. However, it also has some disadvan-
tages. Many variants and improvements have been
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made to overcome them, we will review the main re-
sults in the sequel.

2.2. Techniques for avoiding local minima
and speeding up training

The first drawback of the above classical backpro-
pagation is that gradient descent may sometimes
be stuck at local minima. Although the problem
is considered not to be serious in many cases, it
does affect performances for some problems.143:125
The following heuristics are often used to ease the
problem (Refs. 41, 220, 202 and 8).

o On-line updating.
In Eq. (8), the derivatives are calculated via the
total error E3 which is obtained after a batch
of P patterns has been presented. The way is
sometimes called batch updating. A simple version
can be obtained by using the one-line error e;‘; to
replace E; in Egs. (8), (9) and (10), i.e. the weight
updating is made once a pattern is presented.
This way is called on-line updating. By choosing
each pattern randomly from the training set, it
will produce small random fluctuations which let
the system get out of local minima, since these
minima are usually not too deep.

o Adding noise explicitly.
One way is to let Eq. (8) be replaced by Aw](-g) =
—aa—e:”f—?%;v + n; with n; being Gaussian white noise
of a small variance. Another way is to directly
add such a n; to each input pattern x,. The noise
n; can make fluctuations which let the system get
out of local minima. However, the variance of n,
should be selected appropriately.

e Annealing.
In the above cases, let the variance of n; be initial-
ized by a sufficiently large value and then gradu-
ally reduced to zero. This process is similar to
simulated annealing,'' which can usually get the
global solution but make the learning quite slow.
There is also another similar way. For on-line up-
dating, after each updating of weights, we calcu-
late the error change Acf,. It may sometimes be
positive (i.e. ‘overshot’ happens in the updating).
In such a case, we accept the update by a Boltz-
man probability p = exp(—Acf, /T); if the update
fails to be accepted, then what has been learned
in the update is abolished. Here the parameter T,
called temperature, is initialized by a sufficiently
large value and then gradually reduced to zero.
This form of annealing is quite like that originally
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proposed in Ref. 113.

The second and also more influential drawback
of the classical backpropagation is its slow learning
speed. There are four major reasons which cause the
problem. Each of them, together with the existing
remedies, are summarized in the sequel.

o The gradient direction somelimes changes drasti-
cally.
For the error-surface of valleys with steep sides but

a shallow slope along the valley floor, the gradient

descent will oscillate across the valley for a very
long time and trace a very inefficient long zigzag
path. One commonly used remedy is to replace

Eq. (8) by

Awi(t+1) = _a 0B BAWD (),  (11)
6w§3) 7

where 0 < B < 1 is a coefficient (often chosen to
be 0.9), i.e. we add a momentum or inertia to
smooth the drastic changes of successive learning
directions.*1:36

e A single uniform and constant learning rate « is
unable to suit the complezx error-surface.
If « is too small, the learning will be very slow
while if « is too large, the learning will ‘overshoot’
which again slows down the learning or even makes
the learning diverge. Moreover, an appropriate «
value at the beginning may not be so good later
on. The main remedy for curing the problem is to
adapt the learning rate as the learning progresses.
Jacobs’ DBD rule suggested two points for this
adaption!?2;

(1) each weight has its own learning rate,

(2) « is increased when the derivative of a weight
possesses the same sign for consecutive steps
and « is decreased when the derivative of a
weight changes sign.

Several improved versions of the rule and other
similar heuristics have been proposed by a number
of authors (Refs. 216, 58, 33, 204, 228, 147, 189,
219, 38, 4 and 191). These techniques differ mainly
in the following several issues:

(1) How to use the increment of «, e.g. whether
to let the increment be an additive factor or
a multiplication factor, let the positive and
negative increments be the same or different;
(2) How to estimate the increment of «, for ex-
ample, based on the minimum value of all
the derivatives o’ (yJ(Q))4 via a measure of the

change of curvature,3® by gradient correla-
tion!®! or by analyzing the local extreme value
of the derivative of error with respect to each
weight?228;

(3) How to coordinate the changes in a and 8
(Refs. 4, 216 and 147);

(4) How to treat the ‘overshoot’ case,2!6:147 e.g.
unlearn the recently updated weight incre-
ments, either resetting the weights or choosing
some weighted average of several past values
that the weight took.

Premature saturation.

Due to the nonlinear sigmoid function given by
Eq. (2), for a neuron qu) = a(yJ(-q)) when og-q) is
near its maximum or minimum (i.e. zero or one),
its derivative o’ (yJ(q)) is also near zero or one re-
spectively. Since the derivative is a multiplication
factor in Eq. (10), it follows that 8—5;%?; and all

the derivatives in the layers lower than this neuron
will be near zero too. In these cases, the weights
have almost no change and the corresponding error
will stay almost constant (but maybe quite large)
for a rather long period which can significantly
slow down the learning process. This phenomenon
is called premature saturation!3® or a standstill
state.?*® The basic remedy is to let the slant pa-
rameter a in Eq. (2) be adjustable so that when the
learning falls into premature saturation the slant
parameter a is reduced appropriately. This goal
can be fulfilled by different ways. In Ref. 248, a
rule is proposed to first detect a learning standstill
state and a is reduced from its normal value ag to
a value such that the conditions for the learning
standstill state are not satisfied, then make weight
update once and switch a back to its normal value
ag. In Ref. 178, the parameter a is treated sim-
ilarly to all the weights w,(}) and is updated in
every learning step. While in Ref. 243, Eq. (1) is
replaced by a version with normalized weights

q-1 -1
o= 2 il /
k=1

and parameter a is also updated at the same
time as updating all the weights wg). Here, not
only the adjustments of a can evade the standstill
state but also the normalized weights can avoid
the cases that the large and small weights let
the learning fall into the standstill state, thus the
learning is more stable. In addition, the problems -

of a standstill state caused by the neurons in the

Ng-1 )
P2  (12)
k=1



output layer can also be avoided by reconfigurating
the error function such that the usual bell-type
error shapes :fv o (y§4)) for the neurons in the
top layer can be changed into linear or sigmoid
shapes (Refs. 17, 125 and 30).
o Inappropriate initial weights.

It has been shown that the backpropagation learn-
ing technique is quite sensitive to the initial
weights.!1® The inappropriate initial weights can
either let the learning be stuck at local minima or
considerably increase the learning time. In addi-
tion, the large or small weights will also let the ini-
tial learning fall into premature saturation which
as stated above, makes the learning slow down con-
siderably. Generally, the appropriate selection of
good initial values is not an easy task. In Ref. 157,
it is observed that in a one-hidden-layer multi-
layer net, each hidden unit tries to sample the de-
sired mapping function specified by the training
set. Thus, it is found that the learning can speed
up significantly by picking the initial weights in
such a way that all the hidden units are scattered
uniformly in the input pattern space. In Ref. 135,
the probability of premature saturation caused by
the initial weights is calculated which is used as a
guide for selecting the initial weights to avoid this
situation.

In addition to the above heuristic techniques, other
heuristics are also used to accelerate of backpropa-
gation, e.g. in Ref. 77, a Hebbian unlearning term
is attached to Eq. (8) to give Aw](-?) = —aa'zfjg -
705.4)05"_1) with 4 being a parameter 0 < v < 1;
while in Refs. 87 and 138, a weight decay term is
added, i.e. Aw](-g) = _aa?f? - 7w](-q.). It was re-
ported that both measures work.

Besides the above heuristic techniques for in-
creasing convergence speed, a number of authors
have also proposed to use other more advanced gra-
dient techniques to replace the simplest gradient de-
scent technique. Among them, the two major types

are summarized as follows:

e Conjugate gradient.
By this technique, the weight update is given by

Aw = ad™"

drev — _vEgew + ﬂdOId (13)

where w consists of all the elements of the weights
set {W} as components. The parameter 3 is se-
lected such that (d°'9)* Hd™*W = 0 for the Hessian
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matrix H. Such a 8 can be chosen by the polak-
ribiere rule

'3 _ (VEgew _ VEgId)tVEgew
IVES"||2
The technique has advantages in both speed and

convergence over steepest descent. Note that the
computations involve only the derivatives i’-"(ﬁ)—

(14)

which can still be calculated by the backpropagJ;.-
tion rule given in Eq. (9) and Eq. (10),12214! and
no explicit knowledge of H is needed.

Newton’s method.

The weights are updated by

Aw = —aH 'VE}*". (15)

The computation of this method is very expensive
because of the need for inverting the Hessian H.
This is usually not directly used in practice. In-
stead, the following Quasi-Newton method is used

Aw = —aGM¥VESM,
G — Gold + F(Go]d’ AW, VE;ew _ VEgld) ,
(16)
where G is the approximation of H~! and the ma-
trix F' is a complicated function of its three argu-
ments. Like the conjugate gradient method, the

computations here also involve only the deriva-
tives % which are obtained by the backprop-
It

agation rule give in Egs. (9) and (10). It has been
found??%163 that the technique can increase the
speed of gradient descent backpropagation by an
order of magnitude.

An alternative way is to approximate Newton’s
rule so that a matrix inversion is not required
(Refs. 163, 179 and 21). One simple way is to
use only the diagonal elements of the Hessian H
by setting all the other elements to be zero, which
simplifies Eq. (15) into

OE, | OE2
«

A = —o B2 [ OB
W00 gu”

(17)

or its modified version (the ¢ given below is a
constant)

O OE3
AuP) = —a (3)/ ” 0%
6wji 6wji

+ c2] . (1)

However, this kind of pseudo-Newton rule usu-
ally cannot obtain comparable results to those ob-
tained by conjugate gradient or the quasi-newton
method and seems to give only a modest speed in-
crease over the simple gradient descent method.



260 L. Xu

2.3. Techniques for increasing
generalization ability

One goal of learning is to let the net remem-
ber as many as possible arbitrary mapping pairs
{xp,dp,p = 1,...Np}°. It is not difficult to see
intuitively that the larger the number of neurons,
the larger the number of pairs the net can memo-
rize. Given a training set Dy, as long as the net
has enough hidden units, the total error E; given
in Eq. (7) can become very small or even zero after
backpropagation learning has been implemented for
a long enough period; i.e. a net with a large num-
ber of hidden units can memorize the training set
very well. The other and even more important goal
of learning is to make sure the net can generalize
correctly to new mapping pairs after training on a
training set of given mapping pairs; i.e. given a set of
training data Dy, = {(x,,d,),p=1,...,N,} drawn
from the desired function F(x) (maybe subject to
noise), the mapping function F(x) specified by the
net after training can approximate F(x) well under
a given measure not only on the samples from D,
but also on the samples outside of D;,. Such kind of
ability is called the net’s generalization ability.

Another drawback of a net trained by classical
backpropagation is that it may have a poor gener-
alization ability. Unlike the case of memorizing, a
net having a large number of neurons may generalize
very poorly if the number of samples in D;, is not
large enough. Roughly speaking, the generalization
ability depends on the size #X of the set ¥ given
in Eq. (5) (i.e. the total number of functions imple-
mentable by the given net architecture), the size N,
of the training set Dy, and the size #X 7 of the subset
Y7 C X where each function F(x) € X can approx-
imate F'(x) well on the samples from and outside of
Dtr) le.

Yr={F(x)|F(x) € X, for x€ D,
me(F(x), F(x) < e}, (19)

with D = R™ or D C R™ being the domain
of x which may be much larger than the subset
{zi,i = 1,...N,} occupied by the training set
Dy, where m.(a,b) > 0 is a given error measure
(e.g. me(a,b) = |la — b||?) and ¢ is a prespecified
error bound. The larger the number of neurons in
a net, the larger the number of free weight para-

¢ When dp is a binary vector (i.e. its component takes binary
values), Ny is called the net’s capacity.

meters in the weight set W and thus the larger #X.
In this case, a large enough N, is required; otherwise,
a poor generalization will be obtained since there are
a vast number of functions in ¥ which are consistent
with the training set Dy, but not all are in & 7 and
hence the function specified after training is unlikely
tobein X7. However, on the other hand, if the num-
ber of neurons in the net and thus the number of free
weight parameters is not big enough, there may be
no function in ¥ which can approximate F(x) well
and so X5 may be empty. i.e. the net obtained after
training might even have a poor memorizing ability.
An illuminating analogy can be drawn between the
learning of a net and the fitting of a curve by a para-
metric model. When the model has a lot of param-
eters, one encounters the overfitling problem which
prevents smooth interpolations and reasonable ex-
trapolations; on the other hand, when the model has
too few free parameters, one meets the underfitting
problem which again gives a poor result.

In recent years, a number of methods have been
made to improve the generalization ability of a net
trained by classical backpropagation. The key ideas
behind these methods are to reduce the number of
neurons or the number of free parameters in order
to cut down the size #X while at the same time not
to overly reduce the net’s memorizing ability. These
methods can be summarized into two groups. The
first group consists of methods which impose certain
constraints on the values taken by the weights in
a network architecture without modifying the net’s
hardware. The second group contains the methods
which dynamically adjust the number of neurons
(usually in the hidden layer) and thus modify the
net’s hardware. In the sequel, we survey the major
methods in each of the two groups.

In the first group, the proposed major methods
are the following types:

o Task-dependent constraints.
For the specific applications, there is sometimes
some task-dependent prior information which can
be used to impose constraints on the weights of the
net, e.g. equality constraints can be used to imple-
ment the so called weight sharing technique!33:130
(i.e. let several weights be controlled by a single
parameter) which has been successfully used in ro-
bust handwritten zip code recognition;'3! others
like symmetry, order, geometrical and topological
constraints can also be used in some problems.206:34

e Distributed bottleneck.
Suppose that the kth layer has B neurons and the



(k = 1)th layer has A and let Wp4 denote the
weight matrix that connects the (k — 1) layer to
the kth layer; the idea of this method is to impose
a constraint on the rank of Wg4 such that it can
be written as Wgy = WBQWQA and B > Q < A.
This is equivalent to creating a “virtual bottleneck
layer” of @ linear neurons between the kth and
(k — 1)th layers. The method does not explicitly
cut out some neurons but causes the neurons to be
as similar as possible, i.e. causing them to become
redundant. The goal is realized by simultaneously
compressing the weight vectors of Wg 4 into a low
dimensional space and clustering them within the
low dimensional space.!?4

The minimum network.

The idea is to force the “useless” weights to be-
come zero and thus be implicitly deleted to ob-
tain a minimum network. The idea is implemented
through adding a term in the error function that
penalizes big nets with many weights (Refs. 34,
35, 87, 80, 153 and 101), i.e. to let Eq. (7) be re-
placed by E3+cost. Where the simplest cost term
is cost= b3, cw wf; Which is sometimes called
ridge regression in statistical theory. This extra
cost term is equivalent to put a weight decay term
in the gradient formula Eq. (8), i.e.

Aufp = _af% +bul?, (20)
wj;

where b is an adjustable constant that usually
starts from zero and then gradually increases to
some value in order to gradually introduce the
decaying force which tends to prevent a net from
using table lookup and forces it to discover reg-
ularities in the training set.3” In Ref. 34, a more
complicated cost is used in a one-hidden-layer net,
given by

> ooy W

E;+ta 5+ b 5

all hidden units 1+ 0 all wi;EW 1+ wij
(21)

which also tends to force the used hidden units
to be as small as possible. In addition, it tries to
slow down the decay of large value weights to avoid
washing away what was already learned earlier.
Another extended version of the cost function is
given as follows227

w? /c?
B Y S @
all wi; €W 1+ wj/e
where ¢ is a constant and it reduces to the usual
ridge regression case Eq. (20) when ¢ — oo. It
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is interpreted by Ref. 227 to be related to the
information theoretic minimum description length
(MDL) criterion.
e Other global penalizing term.

Penalizing terms other than the above minimum
strategy may also be used for improving the gener-
alization ability, e.g. in Ref. 54, an additional cost
term 3;(422)? is also minimized together with
E, where z; is a component of x = [z1,...z,]".
The motivation is based on their observation:
after training, if all gradients at the output layer
are zero, then the gradients at the input x should
also be zero. However, in practice, this is usually
never true. Thus, in order to let the output be less
sensitive to amplitude variations of the input so
that a smoother approximation is obtained, they
thought that it would be desirable to force the in-
put gradients to be zero even if the gradients of
the preceeding layers are nonzero.

Like the second of the above methods, the purpose
of the methods in the second group is also to create
a bottleneck layer (i.e. the hidden layer for the com-
monly used one-hidden-layer net) in the network’s
architecture. The key difference here is that the bot-
tleneck is not distributed but is obtained by dynam-
ically pruning or deactivating some neurons in the
hardware. The main techniques of this group can be
classified into the following three types:

o Selecting an appropriate architecture according to
some error criteria which take generalization abil-
ity into consideration.

The basic idea is to select the best, under a given
criterion, of a number of architectures trained by
backpropagation separately. The implementation
of the idea is usually to start from an architecture
with a given small number of neurons in the bot-
tleneck layer and then gradually to increase the
number of neurons to produce the next architec-
ture until the criterion value is below a prespeci-
fied threshold or reaches a minimum and tends to
rise again. There are several error criteria pro-
posed for this purpose. Here, we list some of
them. One includes simultaneously the error terms
Eapprox- + Egener-1313¢ Eapprox. is just E3 given
in Eq. (7) or the classification error when the net
is used for pattern recognition tasks. Egener de-
scribes the generalization error, e.g. in Ref. 136,
it is specified by b\/(dvcB/Np) In(N,/dvc) with
b being a weighting factor and dyc being the
so-called Vapnik-Chervonenkis dimension. Some
similar but different criteria are given in Ref. 13.
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The second one is the prediction probability given
by Ref. 215. It gives the probability that a net,
trained on a training set, can correctly predict an
example which is independent of the training set.
The probability is highly correlated with the gen-
eralization ability of the net, as measured outside
of the given training set. The third one is the hy-
pothesis testing criterion given by Ref. 234. The
idea is to test whether a trained net represents ex-
actly a given mapping function subject to inherent
noise or whether there are some nonlinear struc-
tures in the mapping neglected by the net, based
on the methods that determine whether or not
there exists some advantage to be gained by adding
hidden units to the given net. The fourth is the
information theoretic measure given in Ref. 221.
o Heuristic dynamical adjustment of the number of
neurons in the bottleneck layer.
There are several ways. The first one is to start
from a large number of neurons, and then decre-
mentally reduce the number by some heuristics,
e.g. in Ref. 78, a “badness factor” describing the
backpropagation error for each hidden neuron is
used to detect the worst hidden neuron to prune
off; while in Ref. 110, the redundant neurons were
pruned away by a heuristic sensitivity measure.
The second way is to start from a small number
of neurons and incrementally increase the num-
ber of neurons heuristically until some predefined
condition is satisified and then start to prune neu-
rons one by one until the condition no longer holds
e.g. in Ref. 85, the error E; given in Eq. (7) is
checked after every 100 learning updates, if it does
not decrease by more than one percent of its previ-
ous values, a new hidden neuron is added. Other-
wise, another 100 weight updates are made. Once
the net reaches E5 = 0, one starts to remove a
neuron and the net is trained again, if still £, = 0
holds, then remove another until it no longer holds.
The third way is to remove from a trained net the
neurons which are regarded as redundant by some
heuristic judgements, e.g. in Ref. 203, to prune
away:

(1) neurons which either have approximately con-
stant output across the training set or have
outputs across the training set which mimic
the outputs of other units.

(2) neurons which are independent of the other
units in the layer but given information that
is not required at the next layer.

The fourth way is to estimate the expected number

of neurons in the bottleneck layer by some heuris-
tic method, e.g. in Ref. 126, subspace projection
with least square approximation is used to select
the best subset of hidden neurons. Another exam-
ple for estimating the expected number of neurons
is a net with binary input given by Ref. 76.

It is not difficult to see that the methods of the
second group above can also help to speed up the
training process of a net because of the reduction of
the number of hidden units. Moreover, besides the
two groups of methods, there are also some other
ways for improving the net’s generalization ability,
e.g. Ref. 19 proposed an algorithm which constructs
hidden units using examples and queries.

2.4. Criteria of different types

The core of the backpropagation technique described
in Sec. 2.1 is to use the chain rule on the compound
function given in Eq. (3) to obtain derivatives of
E, given in Eq. (7) with respect to weights of the
nonoutput layer. Without changing this core, we
can still obtain a number of other variants of back-
propagation by modifying some other factors, such
as by using different criteria and activation func-
tions etc. This subsection with survey the variants
resulted from using different criteria and the next
subsection will review some other variants.

According to their characteristics, the presently
used criteria can be roughly grouped into the follow-
ing five types.

1. Minkowski-r error (or L, norm).
The criterion is given by

P

r
25
p=1

(23)
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where

dp = [dpl"“ ’dpm]t)
F(xp) = [fi(xp),--- ,fm(x,,)]‘

and 1 < r < oo. Obviously, the criterion is
a direct extension of the least square error
since it includes Eq. (7) as the special case
r = 2. As pointed out in Refs. 31, 81, 151 and
152, the least square criterion is suitable only
when the probability distribution of error noise
e, = d—F(x) is Gaussian. However, when the



distribution is Laplace (e.g. the exponential
distribution), it is best to use Eq. (23) with
r = 1. When the distribution is uniform,
it is best to use Eq. (23) with r = +oo.
The smaller » < 2 is generally suitable for
suppressing noises (may vary with the problem
and the nature of noise); the larger r > 2
tends to weight large deviations and increase
the sensitivity to the geometry of the desired
patterns.

This often used criterion has some important
theoretical interpretations. The minimization
of E, given in Eq. (23) is equivalent to letting
F(x) to be the maximum likelihood estimation
of the desired function d(x) in three special
case (Refs. 151, 152, 81, 13 and 31):

(i) for » = 2, when e, obeys a Gaussian
distribution,
(ii) for » = 1 when e, obeys a Laplace
(e.g. exponential) distribution,
(iil) for » = +o00, €, obeys a uniform distribu-
tion.

Furthermore, for the case that r = 2 and the
net is used as a classifier (i.e. for the desired
d(x), one has d;(x) = 1, if x belong to class
C;, otherwise dj(x) = 0). It can be shown
(Refs. 55, 71, 184, 223, 109 and 200) that
minimization of E; is equivalent to choosing
fi(x) given in Eq. (3) to approximate p(C;/x)
in the least square sense with p(C;/x) be-
ing the posterior probability of class Cj; i.e.,
minE(Y°~ [di(x) — fi(x)]?) is equivalent to
minE (Y%, [p(Ci/x) — fi(x)]?). Thus, classi-
fying x according to ¢ = arg max; f;(x) by the
net can be regarded as a kind of approximation
of classifying x according to Bayesian decision
rule ¢ = arg max; p(C;/x).

Presently, there are two ways to decide the
value of r for using E,. One is to select r
externally according to the analysis results of
the problem and the nature of noise. The other
way i1s to modify r also by gradient descent
method through solving %’%’— which is easy
to obtain and does not need the use of the
chain rule. However, as indicated in Ref. 81,
it is important that the update of r should
be several times slower than the updates of
weights. The details for the derivatives of E,
are given in Ref. 81, and for the special case of
r =1 and r = 400 are given in Ref. 31.
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2. Entropy-like criteria.

There are several variants. The most popular
is given as follows:

P
Je = an
p=1

Mp = — Z[dpi(x) In fi(xp)
i=1
+ (1 = dpi(x)) In(1 = fi(x,))] -

The criterion has one interesting feature.
When the activation function of the neurons
in the output layer is sigmoid and given by
Eq. (2), the derivatives for the output layer is
given by

(24)

0J. o~ Onp
PO Z 59D
y] p=1 y]
5 o (25)
s = 3 ldpi(%) — fi(xp)],
ayj i=1
instead of that for E,, given by
8E2 _ i af;
any) p=1 any) ,
0€? i (26)
_"(%)‘ = QZ[dpi(x)
3!/,' i=1

= fi(xp)] fi(xp)[1 = fi(xp)]

That is, the factor fi(x,)[1 — fi(xp)] has been
removed in Eq. (25). As mentioned in Sec. 2.2,
the factor is responsible for premature satura-
tion problem which can slow down the learning
speed. Thus, the removal of the factor in the
output layer by criterion Eq. (24) can speed
up learning and improve convergence. This
feature was realized earlier by Refs. 17 and 87
and later experimentally verified by Refs. 125,
82 and 89.

The criterion also has several theoretically
justified interpretations. First, when f;(x) is
considered as the estimate of the posterior
probability p(C;/x, W) given the weight set
W, the minimization of Eq. (24) is equivalent
to maximize the following likelihood function

Maxw L = Maxw [ [ 5(Ci/x, W)%X)
=1
x [1 — p(Ci/x, W))1=4:(X)) |
(27)
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Second, if di(x) is also regarded as a proba-
bility (taking values in [0,1]), Eq. (24) is also
interpreted as an entropy by Ref. [17] or a cross
entropy by Ref. 87. Third, by taking expecta-
tion of 7,, one can also show?% that the max-
imization of E(n) is equivalent to estimating
the posterior probability p(C;/x) under an ex-
tended Kullback-Leibler information measure.
In Ref. 57, one other entropy-like measure is
suggested by modifying 7, in Eq. (24) into

m
mp == > In[fi(x,) — (1 = dpi(x))]*. (28)
i=1 .
It is shown that the criterion can also improve
convergence.
. Heuristic criteria for classification purpose.
When a net is used as a classifier, one can
reach a right decision as long as fi(x,) =
maxg fr (%) and fi(xp) > tn (a threshold,
often 0.5) even when the least square error
Yoiildpi(x) — fi(xp)]? can be quite large.
This gives us a hint that the large values of
dpi(x)— fi(xp) are more influential for the right
classification than the smaller ones. Based on
this observation, a modification of the least

square error Ej is given as follews (Refs. 252,
94 and 4)

Ey =) max{[dyi(x) - fi(x,)]*,c}, (29)
i=1

with ¢ being a positive constant parameter.
Usually, it is not easy to select an appro-
priate value for ¢. Thus, in practice, ¢ is
initially given a rather large value and grad-
ually reduced to a small value according to
a certain schedule similar to that of simu-
lated annealing.!!3 It has been observed that
such a criterion cannot only improve the per-
formance of classification but also speed up
convergence and avoid local minima.?524 A
different but somewhat similar criterion is pro-
posed by Ref. 141 which is given by
m
E} = Z
i=1
x{ cldpi(x) = fi(xp)]* i dpi(x)fi(xp) > 0
[dpi(x)— fi(xp)]? otherwise ,
(30)

with ¢ gradually increasing from 0 to 1.
Reference 79 proposed a more sophisticated
criterion for classification purpose. The cri-

terion focus most heavily on the reduction of
misclassification rate through maximizing

P

=2 E1+exp( —pA+g) 0 BV

p=1 \i#r

where a,3 > 0 are parameters, r is the in-
dex of the right class (i.e. d, = 1,d; = 0 for
all i # r), and A; = fi(xp) — fr(xp). It has
been shown experimentally that the criterion
can improve classification performance signifi-
cantly. Moreover, it is also proved in Ref. 11
that the criterion is equivalent to the Bayes
rule for the special case that the input z is one
dimensional.

. Heuristic criteria for speeding up.

The key idea of these heuristics is to modify
the shape of —(L)- given in Eq. (26) so that

the negative mﬁuence of the factor fi(x,)[1 —
fi(xp)] can be removed. As shown above, the
entropy criterion Eq. (24) can reach this goal.
However, in addition to this criterion, there are
also several other heuristic ways; in Ref. 60,
the goal is achieved by a modified least square
criterion
m

2= o7 (dpi(x)) — o (fi(xp )], (32)

i=1

where ¢71(.) is the inverse of the activa-
tion function o(.) of the output neurons. In
Ref. 108, it is shown by some experiments that
the following modification can also speed up
convergence considerably

m
& = D _[dpi(x) — fi(xp)IP/[1 = f7(x,)]. (33)
i=1
Furthermore, it has been noticed by Refs. 30
and 58 that for the least square error Fs,

the derivatives é(ep) = -(,3 has a Bell or

Bump-like shape with error epi = dpi(x) —

fi(xp), i.e. é(epi) has values only within a
range in which |ep;| is smaller than certain
values. Because é(ep;) becomes very small or
zero when |ep;| is large, the learning increment
can be very small even when errors are large.
The remedying policy is to redesign a criterion
such that 6(epi) has a linear or sigmoid like
shape. Two examples of such criteria are given
by Refs. 30 and 58 respectively. In addition, it
is not difficult to see that the criteria given in



Egs. (32) and (33) are actually also consistent
with this policy.

5. Criteria for improving generalization.
There are a number of such criteria which we
have already summarized in Sec. 2.3.

As described above, each type of criteria has its
own characteristics. In practice, the selection of
an appropriate one is usually problem-dependent.
Roughly speaking, when the net is used for a general
function approximating task, the Minkowski r-error
with 1 < r < 2 is more appropriate. In particular,
that with » = 2 (i.e. the least square error E;) is the
most popular used one. When the net is used as a
classifier, then the criteria of the 2nd and 3rd types as
well as the Minkowski r-error with larger r are better.
We believe that investigations are still needed for
further comparison and verification of these different
criteria.

Before closing this subsection, we would also like
to mention that there are also some other types of
criteria that have been suggested in recent years,
e.g. in Ref. 127, it is reported that the minimization
of a weighted mixture of the mean and the variance
of the least square error e:, may give a more robust
performance. However, due to the limited space, we
omit here those miscellaneous issues.

2.5. Some other variants

There are also a number of other types of variants
which are obtained by keeping the key feature of
backpropagation while varying some other issues,

e.g.

(1) let the sigmoid function of the output neu-
rons be replaced simply by the linear func-
tion (i.e. let o(y) = y) such that the net
is more suitable for approximating arbitrary
functions (Refs. 91, 92, 93, 211, 123 and 235);

(2) to constrain the weights in a net to take only
a finite set of discrete values (i.e. three val-
ues in Ref. 200 and finite precision integers
in Ref. 90) or bounded values?!? or normal-
ized values?*3 in order to facilitate hardware
implementations and improve performance;

(3) to extend the real valued inputs, outputs and
weights into complex valued domains in order
to tackle some signal processing problem!!?;

(4) to replace the simple summation-sigmoid
neurons of Eqgs. (1) and (2) by more compli-
cated neurons too get some desired features.
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The above first three types are quite straightfor-
ward. Thus, in the sequel, we review in detail several
examples of the last type:

e Using other activation functions.
The simplest version is to use Gaussian function
9(y) = exp(—y?/a?) to replace the sigmoid func-
tion o(y) used in Eq. (2). One such example
can be found in Ref. 97 where g(y) is used in
the hidden layer of an one-hidden layer net with
the neurons in the output layer being simply lin-
ear. The net is still trained by the chain rule
backpropagation method and experiments have
shown that it is more suitable for representing
EMG ((electromyogram) signal. One other example
is given in Ref. 243, it has been shown that only
one of the following normalized Gaussian neurons

(q) _ g(y q))

n(

.,_
o9 = MORGE /

can beat the XOR problem effectively and it has
been further shown that a net of one-hidden layer,
with hidden neuron given by Eq. (34) and only one
linear output neuron, can solve the hard classifi-
cation problem given in Ref. 96 with considerably
less neurons and fast training speed. It has been
also suggested in Ref. 243 that the hybrid use of
sigmoid neuron Egs. (1) and (2) and Gaussian neu-
ron Eq. (34) in the same hidden layer will be more
effective in reducing both the number of neurons
and the training times. There is also another type
of Gaussian neuron which has been widely used in
the literature recently. The neuron is simply given
by of = g(l]wg',lc) — x||?) and just used in the hid-
den layer of a one-hidden-layer net called Radial
Basis Function net. Strictly speaking, this kind of
net is trained no longer by the chain-rule-based-
backpropagation technique, thus, we will postpone
the survey of such nets until later in Sec. 4.

N(q-1)

Z[ (41)

(34)

Besides Gaussian activation functions, some other
types of functions have also been tried; e.g. in
Ref. 132, sine function s(y) = sin y is used to
replace o(y) in Egs. (1) Eq. (2) to give an accurate
computation of forward kinematic solution of a
robot arm.
e Using high order neurons
Le. to replace Eq. (1) by a polynomial of order r,
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e.g. when r = 2,

Ng-1

{ -1

= w0t 35wl
. k=1

Ng-1Mg-1

35 e, )

i=1 k=1

with wj;; being 2nd order connection weights. The
net with high order neurons can treat some com-
plex problems with a few number of neurons. In
principle, the chain rule based backpropagation
can be still used to train such a net. The dis-
advantage of the net is that it requires a large
number of high order weights due to combinato-
rial explosions. Usually, some a priori knowledge
about inputs should be preset in the net.”® A vari-
ant of high order neuron is recently proposed by
Ref. 199 which is given by

r Ng-1
v =T] (Z w,ggogg-v) . (36)
k=1

This variant can solve the combinatorial explosion
problem of high-order weights and convergence
improvement is reported too.

o Using neurons in clusters.
Reference 52 suggested replacing each hidden neu-
rons in a one-hidden-layer- net by a cluster of neu-
rons which are constrained to behave in a coordi-
nated way. The net is trained by backpropagation
in such a way that each time only one neuron in
each cluster is updated in the usual backpropaga-
tion sense. This update causes a change in the
centroid of the cluster and all the neurons in this
cluster are updated in a coordinated way according
to the centroid change. Such a net is believed to
have fault tolerance ability and can speed up train-
ing. However, it seems that some further studies
(especially experiments) are needed on this sort of
variant.

o B-spline receptive field function.
The variant is proposed in Ref. 128. The idea to
replace Eq. (1) by

Ng-1

vi= 3 Y Wl Ba (oY), (37)
k=1 r

where B, (y) is one-dimensional spline of order
n. We see that a weight wj(.i) in Eq. (1) is split
into a group of weights w‘g',’c)r for suming several
transformed values of the output o{’™" by the

k
spline functions By, (y)’s, called B-spline receptive

field functions. These split weights are updated
again by backpropagation based gradient descent
rule.

3. Beyond Backpropagation: Other
Learning Techniques for
Multilayer Perceptron

Although backpropagation was and still is the most
widely used technique for training multilayer percep-
tron, its monopoly role is now being shared by a
number of other learning methods which have been
increasingly used for training the architecture of the
multilayer perceptrons given in Sec. 2.1 especially in
the recent two years.

These alternative methods may be roughly clas-
sified into two groups according to their approaches
on weight updating. For the methods of the first
group, like the backpropagation method, the amount
by which each weight should to be updated is calcu-
lated based on the current final error value E5 and on
the transfer function between the weight and the fi-
nal FE,; therefore prior knowledge of the networks’
internal transfer characteristics is crucial to these
methods. By contrast, for the methods of the sec-
ond group, the amount of each weight update is not
calculated from the present E5 value but is obtained
by some random or heuristic variations or perturba-
tions. No knowledge of networks’ transfer function
is needed and the weight update can be decided just
by measuring the output Ey by regarding the net as
a black box.

For convenience, we reverse the order and first
consider the methods of the second group. This
group consists of three types of methods:

(1) derivative estimation by perturbation, e.g.
MRIII? and model free learning®°;

(2) direct weight update by perturbation, e.g. lo-
cal variation,'®® random optimization® and
simulated annealing?®;

(3) genetic algorithms.

These methods have two common advantages. The
first one is that they are more suitable for imple-
mentation by analog (or partially analog) circuits
which can provide several advantages over digit cir-
cuits in terms of cost, packing density, power us-
age and in some cases, speed, since there is no need
to know a priori accurate the networks’ architec-
ture and the transfer characteristics of the comput-
ing devices, which are expensive to obtain accurately
for analog devices; thus the analog devices are not



suitable for learning methods with features of
weight updating similar to backpropagation. The
second advantage is that it is also suitable for those
nets consisting of neurons with nondifferentiable ac-
tivation function which cannot be handled by the
gradient based techniques like backpropagation. Fur-
thermore, the method of the last two types have also
the advantage that it can avoid local minima for get-
ting a global optimal solution. The main disadvant-
age of this group is that most methods are slow in
learning speed except for some special cases. In the
sequel, the details of these methods are further re-
viewed:

e Dertvative estimation by perturbation.
Instead of estimating AW = —ag—Evf in the top
down way through the chain rule based back-
propagation in a net, the key idea of estimating
derivatives by perturbation is to first inject certain
perturbations into the net and to forward calculate
the change §E; caused by the perturbations and
then to use this § E; and the perturbations to esti-
mate AW or %‘%z' One representative of this type
of techniques is MRIIL."24° By this method, each
time one neuron (say that one given in Eq. (1)) is
chosen randomly or circularly and a small pertur-
bation § is injected on yJ(q). The perturbed y](.")+6
is passed up to the upper layers which causes a
change in the final least square error E5, denoted
by egq). Then cgq)/é is used as an approximation

of 8%%7. As a result, one can obtain the following
J

estimates
E, 0y}
611;;?,c = —a———-g 42—-—8 y]q
Yj OWjg
&9
~ ——a—lé—oscq—l), k=1,...,n4-1,

(38)

it is not difficult to see from Eq. (9) that the
above method is just a kind of approximation of
backpropagation. The other representative is the
model free distributed learning technique given by
Ref. 50 adapted from the “M.I.T. rule” in the field
of adaptive control. The method has two points of
differences from the above one. First, each of all
the weights in a net is injected by a perturbation
signal and these signal are mutually uncorrelated
with zero means. Second, each time all the deriva-
tives a%%- are simultaneously estimated from these
perturb;tion signals and the change § E5 caused by
these signals. The detailed theoretical analysis of
the method is also available in Ref. 50.
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o Directly weight update by perturbation.

The key idea is to perturb each weight and to ob-
serve whether the change AE, caused by the per-
turbation is acceptable. If it is acceptable, the
perturbation is granted; otherwise the perturba-
tion is discarded. The idea is somewhat similar to
the above technique, however, the main difference
is not to estimate derivatives -z;—s'-fi— but just to up-

date w}k by the perturbation if AE; is acceptable.
Here we introduce three algorithms of this type of
technique.

The first is given by Ref. 165. By this algorithm,
at each time t, a weight wj?k is chosen randomly or
circularly and a positive variation § > 0 is made

to produce w;; = w]; (t)+6 which causes a change

AE,. If AE; < 0, then w}k(t+1) = w};; otherwise

make a negative variation “’qu = w}k(t) — 6 and
similarly let wf, (t4+1) = w}; if AE; < 0, otherwise
go to next weight. The algorithm is iterated
with time until E5 is below a preset limit or a
minimum. It is interesting to note that whenever
a local variation is attempted on a given weight,
the entire forward propagation for patterns need
not be carried out. Instead, only the variables
along a path affected by the variation should be re-
evaluated. This requires some extra variables such
as activation and outputs of neurons to be stored
for each pattern in the pattern set. However, it
can bring significant reduction in computation for
every pattern presentation.

The second algorithm is proposed by Ref. 9. The
algorithm perturb all the weights in the net at each
step instead of just one weight each step. By the
algorithm, at each step, a perturbing matrix A(t)
is generated from a Gaussian distribution with
mean matrix B(t) to perturb the weight matrix
W (t) in such a way that:

Let W' = W(t) + A(t) and see whether the
correspondent AE; < 0; if yes, let W(t+1) = W'
and B(t + 1) = 0.4A(t) + 0.2B(t); otherwise let
W' = W(t) — A(t) and see if AE3 < 0; if yes, let
W(t+1) = W and B(t + 1) = B(t) — 0.4A(¢); if
again not, W(t+1) = W(t) and B(t+1) = 0.5B(t).

The initial W(0) is set randomly and B(0) is zero
matrix. In fact, the algorithm is a direct applica-
tion of the modified random optimization method
given by Ref. 207.

One may already notice that the above two algo-
rithms have the common point that a perturba-
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tion is accepted only when AFE; < 0. This condi-
tion can be relaxed by using the simulated anneal-
ing technique!!2 for escaping local minima. This
idea leads to the third algorithm: let the accep-
tance of a perturbation be made by the probabil-
ity exp(—AE3/T), T is a temperature parameter
which starts from an initial value and gradually
reduces to zero as learning goes. An example of
such algorithm is given in Ref. 49.
e Using genetic algorithm.

The idea is to apply Holland’s genetic algorithm™
for optimizing weights or even architecture of a
neural net. In Refs. 236 and 149, the problem of
training the weights of a net with fixed architec-
ture is studied. The whole set W of weights in
the net is encoded into a binary string (called a
chromosome) which has an associated fitness value
to describe the string’s goodness. The fitness can
be just the negative of the error criterion value,
e.g. —FE5 when using the least square error. Ini-
tially, a population of strings is generated ran-
domly and then genetic operators are used on the
population to produce new strings. Usually, there
are two kinds of such operators. One is “crossover”
which exchanges part of one string with part of
another to produce two new strings. The other is
“mutation” which randomly alters bits of a string
to give a new string. The “mutation” operation
is usually used at a considerably lower frequency
than the “crossover” operation. During these ge-
netic operations, some strings of the population
will die when their fitness values are weaker than
others. After enough many generations, the final
solution can be obtained by choosing the best fit
string (or even by randomly choosing one).

In Refs. 237 and 146, a genetic algorithm is also
used to prune the networks’ architecture by en-
coding the networks’ connectivity into a string. In
this case, the evaluation of the fitness of a string
is very expensive: for each stri'ng (i.e. a network
architecture), backpropagation is used to train it
and then its classification rate is calculated on the
testing samples. To reduce training times, Ref. 237
suggested training a net with a reduced number
of training circle. Very recently, there is also an
attempt to use the genetic algorithm to simul-
taneously optimize the networks architecture and
weights.}20 The key points of using the genetic al-
gorithm are to have an appropriate coding and a
good design of “crossover” and “mutation” opera-
tors. Usually, the resulted code is very lengthy and

large costs in both speed and storage are needed
for a net of large size. Many efforts are still needed
to make the genetic algorithm practical for a net
of large size. Perhaps, combining the genetic al-
gorithm with other learning techniques may give
some chances for improvements, e.g. in Ref. 149,
the combination of the genetic algorithm and back-
propagation can outperform either method alone.

Now, we continue to consider the methods of the
first group. As pointed out previously, for these
methods the amount by which each weight should be
updated is calculated from the final error E; and the
net’s internal transfer function. This group can still
be further divided into two subgroups. The methods
of the first subgroup still need to calculate derivatives
by using the chain rule or directly using Egs. (9)
and (10) although the update Aw](.g) is not made in
a gradient descent way. While the methods of the
second subgroup no longer use the chain rule at all
and the weight updates are made almost in a layer-
by-layer decoupled manner. In the sequel, we review
in detail the main methods and the characteristics
of both the subgroups. These methods are grouped
into five types, among which the first two belong to
the first subgroup and the other three to the second
subgroup.

1. Recursive least square estimale and Ezlended
Kalman filter.
Let us rewrite Eq. (7) as

€ = dk - F(xk,w), (39)

where w is a vector with all the elements of
the weight set W as its components, k is the
time index, at which a pair (dg,xx) randomly
comes from the training set D;.. Moreover,
€r is considered as a zero-mean stationary
Gaussian noise sequence.

Suppose wy, is an estimate of w at time k, we
linearize F(.) about wy as follows:

F(xk,w) = F(xp,wi) + Hi (W — wy)

Hy ow

W=Wj

Thus, we have
€ = d;c - H,tcw
(41)
d;c =d; — F(xk,wk) + Hiwk .

We let the next wgy1 be estimated by the



minimization of the following weighted least
square error

k k
B =g allall= X e~ Hiwi2,
= =1 (1)
which results in
k
Wil = R;l Zaledf
=1 (43)

k
Ry = ZaszHf,
=1

where {a;} are appropriate weighting factors.
Furthermore, by some simple manipulation,
Eq. (43) can be rewritten into the following
recursive version

Rr = Rp—1 + o Hi H}

Wil = Wi + akR;IHk[dk - F(xk,wk)] .
(44)

The result obtained by Eq. (44) is usually
called recursive least square estimate of the
parameters of the nonlinear system function
F(x,w).%3 Observing the definition of the ma-
trix Hy in Eq. (40), we see that its elements
can either be obtained directly by differen-
tiation of each weight (if the weight belong
to the output layer) or by using the chain
rule in a way similar to Egs. (9) and (10) (if
the weights belong to hidden layers). More-
over, by using the matrix recursive inversion
lemma to R;l and by defining P = R;l and
a; = A¥-1,0 < XA < 1, one can obtain the Ez-
tended Kalman filter algorithm as follows:

Gy = Pr_1Hy
Ki = Ge(M\ I + HEGy) ™!

1 (45)
P, = X(P,,_l - KiGih)

Wil = Wi + Ki[dy — F(xx, wi)],

which was first applied for training multilayer
perceptrons in Ref. 205. Although at each
step both Eqgs. (44) and (45) will spend more
computations than backpropagation takes, it
has been reported that they can speed up
training and improve convergence.2°5:53 Some
variants of Eq. (45) have also been proposed.
In Ref. 172, weights are divided into groups
(e.g. in Ref. 172 either the weights of each neu-
ron was considered or simply just each weight
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as a group) and it is assumed that the el-
ements of P corresponding to weights from
different groups can be ignored. Thus, by
re-ordering the components of w, P can be
arranged into a block diagonal matrix. As a
result, one can use Eq. (45) separately on each
group with reduced dimensions (i.e. the dimen-
sion of each block). This variant can reduce
computation complexity while it does not se-
riously affect performance. In Refs. 196, 190
and 118, each neuron qu) = o(ol4~1), w(q)) =

(R J(") (9=1)) s treated as an inde-
pendent system function and it is assumed
the desired output of the neuron is given by
d(q) = o(q) + egq),e(q) = —(ﬁ—gfq . Thus from

2

egq) = dg-q) - o'(o(q‘l),wg-”)), in a way sim-
ilar to that used for treating Eq. (39), one
can obtain a recursive least square estimate
formula for w;. The method, called inde-
pendent extended Kalman filter, can further
reduce computational complexity. However,
it can lead to unstable behavior during train-
ing and will often result in solutions that are
inferior to those found by either Eq. (45) or
backpropagation.!72

. Linear programming method.

The idea is to find a weight change matrix §W
such that for every pair (d,,x;), the following
condition is satisfied:

5(e2)? = [fi (xp, W+6W) —dpi]?
—'[fi(xﬂy W)_dpi]2so,i=1, ce,m

(46)
and such that at the same time the §(ef)?,i =
1,...,m are as small as possible. By taking a

local first order approximation to this inequal-
ity, we have

E ( )6 ()<0 l—-—l,...’m,
J")

(47)
where e} = f;(x,, W) — d,; and 6w(q) is the
change on the weight wfq). Furthermore, the
weight changes must be restricted to minimize

the second-order effects |6w§"lc)| < 55?’

6w(.") < _e(q)

5w(7) > 6(9) (48)

where eg.i) are prespecified non-negative small
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quantities.

In summary, the problem of deciding appropri-
ate values of 6wJ(~i) for all j, k, q has become the
following constrained optimization problem,

06(ef
Min,, «,,Z 3 a( (3 sul, (49)

p_l all w (4) eEw

subject to inequalities Eqs. (47) and (48) for

all j, k, q, p where all the gﬂ—ef%—’s can be

calculated just from bankpropagatlon formula
Egs. (9) and (10). Thus, Egs. (49), (472
and (48) are all linear with respect to wg'}c
and the above optimization problem is just
a linear programming problem which can be
solved by a number of algorithms available
in the mathematical programming literature.
According to Refs. 198, the method can avoid
local minima, improve convergence and can as
well give better degradation properties. The
disadvantage is that each step will take a large
amount of calculation. However, the total
computation may be not so large since much
less steps are needed in comparison with that
spent by backpropagation.

. Fizing one layer while updating another.

This is a common policy for simplifying the
problem and speeding up calculations and it
is usually used for training a net with only
one hidden layer. There are a number of
algorithms based on this policy. Here we give
four major examples as follows;

(1) In an algorithm called BRD given in
Ref. 66, the weights of the hidden layer
are randomly set and they are fixed when
the weights of the output layer are trained
by the simple perceptron algorithm. After
being trained, the misclassification rate of
this net is checked to see whether it is be-
low the prerequired threshold. If not, an-
other set of values are randomly generated
to set the weights of the hidden layer and
the above same schedule is repeated again
until the misclassification rate fits our sat-
isfaction.

(2) In Ref. 1, the weights of the output layer
are first fixed and the weights of the hid-
den layer are determined through the so-
lution of the following equations by the

3)

4)

Newton-Raphson method;

OE,

p (1) =0, foralli,j. (50)
w;

Then the weights of the hidden layer are
fixed, the weights of the output layer are
decided through the solution of the fol-
lowing equations again by the Newton-
Raphson method

0E;

5 —@y = for all 4,5 . (51)
wjy

The same calculations are iterated for the
weights 5 k), (2 ) respectively until a con-
vergence is reached

In Ref. 208, for each training pair (dp,x,),
first the weights of the output layer are
modified according to the simple least
square method for one layer case since the
derivatives for this layer are directly ob-
tainable. After that, a hidden target vec-

tor 0(1) [0f,0%,...,08 ] is estimated by
Mingg[|dy = WPol”,  (52)
d

where W(2) denotes the matrix consisting
of all the current weights of the output
layer. Next, the weights of the hidden
layer can be modified in the same way as
those of the output layer by using 0&1) as
the desired output of the hidden layer.
Reference 72 suggested another one-pass
training method for the problem with bi-
nary desired output. The basic ideas are
as follows: assume that the nonlinear map-
ping between the input x and output ogl)
given by a hidden neuron can be approxi-
mated by

xw = Kd, j=1,...,n, (53)

where

X=x1,..., %), dV=[a,...,dPr

is a unknown vector but with the con-
straint dp; € {—1,1} and K}l) isapxp
unknown diagonal matrix. Singular value
decomposition analysis is used on X to
decide, for each hidden neuron, one solu-
tion of wgl) which satisfies Eq. (53). After
that, X can be propagated forward into its



corresponding output matrix Dj of hidden
neurons. Similarly, assume that the non-
linear mapping of an output neuron can
be approximated by

thJ(z) = K}z)dg-z), ji=1,...,ny,
(54)
with d{ = [@{?,..., d{]* being a binary
vector which is determined from the given
desired output vector dp,p = 1,...,P.
Then SVD is again used on Dj to deter-
mine, for each output neuron, one solution

of wi®) which satisfies Eq. (54).

4. Networks converted from decision tree classi-

fiers.

Recently several authors have studied the con-
nections between multilayer perceptrons and
the conventional decision tree classifiers (Refs.
194, 195, 27 and 218). It has been shown
that a net can be built by converting a special
kind of binary decision tree into a multilayer
architecture.

In this kind of binary decision trees, each of all
the nonterminal nodes is a simple Perceptron
or Adline with the whole input vector x as its
input (i.e. each node defines a hyperplane wo+
w'x = 0 which divides the input pattern space
into two halves). Each leaf node corresponds
to the class that x is finally classified into.
Such a binary decision tree can be trained
by a number of classical techniques in the
literature of statistical pattern recognition and
statistical decision theory (Refs. 174, 104 and
26).

After being trained, it can be easily converted
into a two-hidden-layer feedforward network.
All the nonterminal nodes of a binary tree are
converted into the neurons of the first hidden
layer. As aresult, each neuron in the first layer
is fully connected to the input x and its weight
vector is just the parameter vector of the hy-
perplane defined by the corresponding nonter-
minal node in the binary tree. Furthermore,
each path in the decision tree from the root
node to a leaf node is converted into a neuron
of the second hidden layer. Each of these neu-
rons is only connected to those neurons of the
first hidden layer which are corresponding to
the nodes located on this path of the binary
tree and the weight of each connection is ei-
ther +1 or —1 depending on whether the path
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passes the left or right branch from the node
corresponding to the connected neuron in the
first hidden layer to this node’s two children.
Finally, each neuron in the output layer corre-
sponds to a single output class and it connects
all the neurons of the second hidden layer with
weight +1 if each of these neurons corresponds
to a node on the path with its leaf node repre-
senting this pattern class. In Ref. 194, the sec-
ond hidden layer is called the AN Ding layer
since each of its neurons computes a conjunc-
tion of its inputs or their negatives; the output
layer is called the ORing layer since each of its
neurons computes a disjunction of its inputs.

After the above conversion, the resulted net
can either be directly used as classifier or as
a good starting approximation for other train-
ing techniques such as backpropagation. One
advantage of this way of constructing a net is
that, in comparison with backpropagation, the
training is much faster and the performance
can be improved substantially!®%27, In ad-
dition, through this channel various classical
techniques for designing tree classifiers can be
introduced into the literature of neuron net-
works. ‘

. Construction of networks based on perceptron

learning.

There is recently a seemingly renewed interest
in using perceptron learning rules. The deci-
sion tree related method, described above, is
one such exainple. There are also a number of
attempts of using perceptron learning to con-
struct a net forward layer-by-layer (Refs. 114,
63 and 145). These attempts share a common
point: to gradually add neurons (or equiva-
lently hyperplanes) into a net such that parts
of training patterns can be correctly classi-
fied by some single hyperplanes and others can
be correctly classified by combinations of a
number of hyperplanes until all the training
patterns are correctly classified. One exam-
ple of such attempts is given by Ref. 114 in
which each neuron is gradually added into the
first hidden layer in such an order that linear
separation of each class is tried first and the
linear separation of pairs of classes is tried
after, then a binary decision tree is tried to
introduce successively hyperplanes (i.e. neu-
rons) until all the remaining training patterns
are rightly classified. Hereafter, one or more
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additional layers are externally designed to
perform explicit boolean functions that will
combine appropriately all the hyperplanes to
form the final output layer. Other two exam-
ples are the tiling algorithm!4® and the upstart
algorithm %3

Generally speaking, there are usually a great
number of ways to split an input pattern space
by gradually introducing hyperplanes, the op-
timal design of hyperplanes is identical to the
optimal design of a tree decision classifier with
each node being a hyperplane. Thus, the
heuristic forward constructed algorithms given
by Refs. 114, 63 and 145 are closely related
to the design of tree classifiers. From this as-
pect, the way of constructing a net to con-
vert a binary decision tree classifier might be
a better choice for networks construction than
these heuristic algorithms, since there are al-
ready a number of sophisticated methods for
suitably designing tree classifiers and the pro-
cess of converting a tree classifier into a net is
pretty simple.

4. Other Models for Feedforward Networks

After several years of extensive studies on multilayer
perceptron, researchers’ attentions have been turned
to a number of other models for feedforward net-
works, especially in the recent two years. For con-
venience, here we group these models into three big
categories. The first and the biggest one consists
of various models which implement function approx-
imation or probability density estimation by basis
function ezpansion (Refs. 64, 95, 12, 65, 161, 10, 61,
173, 164, 175, 176, 192, 133, 98, 193, 209, 210, 37,
62, 171, 28, 169, 39, 68, 150, 177, 121, 158, 213, 186,
247, 166, 233, 107, 105 and 24), i.e. the networks
function given by Eq. (3) is replaced by

N
fix) =) wiibi(x), i=1,...,m. (55)

i=1

Represented in the network formalism, the func-
tions correspond to a one-hidden-layer architecture
with N hidden neurons. Each hidden neuron is fully
connected to every components of input x and rep-
resents a basis function y; = ¢;(x). The output
layer has m neurons with each being a linear sum-
mation neuron ¢; = Ef;l wi;jy; with weight vector
w; = [wi1,...,Wim]'. Apparently, this architecture

can be regarded as a variant of one-hidden layer per-
ceptron by changing the hidden neuron’s functions,
as we previously discussed in Sec. 2.5. However,
there is a key difference that the updating of function
#j(x) is no longer decided by the chain rule based
supervised learning but predetermined externally or
specified directly by training samples or developed
by some self-organizing techniques. Thus we would
like to consider them as a group of new models.

- The second category collects several other su-
pervised learning models of feedforward networks,
such as Kohonens learning vector quantization
algorithm,!17116 feedforward Boltzman machine,!5®
query learning (Refs. 19, 99 and 249) etc.

The third category consists of models which have
various complex structures: hierarchies, modules and
others which contain some of the previously reviewed
nets (e.g. multilayer perceptrons) as building blocks
in order to deal with more complicated problems or
to gain some specific advantages (Refs. 103, 159, 244,
214, 187, 160, 23, 40, 16 and 25).

In the sequel, we will survey the models of the
first category in Sec. 4.1 and the last two categories
in Sec. 4.2.

4.1. Models related to various basis
functions

Given a training set Dy = {dp,x,,p = 1,..., P},
the weights wyj,i=1,...,m,j = 1,..., N of the out-
put layer can be easily determined if the basis func-
tions y; = ¢j(x),j = 1,..., N are known a priori,
i.e. W = [wij]lmxn can be obtained by minimizing
the following least square error E,

P
Ey=)_|ldp — Wyl
p=1

(56)
Y 2

Yp =1
y" = 4i(x).

We can tackle the minimization problem either
in block way by directly solving a linear equation
derived from Eq. (56), or in on line way by the
following simple gradient updating rule

W(t+1)= W) +o(dy - Wy, )yl (57)

Thus, the key point of building a basis function
network is to appropriately select basis functions
#;j(x),j =1,...,N. There are various ways for such
kind of selection which result in different models.
Here we roughly divide these models into two groups



according to the types of basis functions presently
used in the neural network literature. The first
group is called localized basis functions. That is,
the basis functions of the models in this group can
be expressed in the following general form

¢i(x) =d(x—c¢;,%;), j=1,...,N, (58)

where ¢(.) is called a mother function. Each basis
function is obtained by locating the mother function
at a point of pattern space given by the locating
parameter vector ¢; and may or may not be subject
to some deformation caused by an n x n parametric
matrix ¥;. The second group is called nonlocalized
basis functions which are not expressible by Eq (58).

For convenience, we start at the review of the
models in the second group since they are relatively
easier to describe in a smaller space. The models
given in the followings are several typical examples
of this group:

o Polynomial related basis functions.
In the simplest case, ¢;(x) is directly chosen as
canonical polynomial terms z{'z5? - -zi» r; > 0;
le, ¢o = comnst. ¢; = z;,5 = 1,...,n,¢; =
zizg, i,k =1,...,j=n+1,....n24+n+1,...,
etc. suggested by Refs. 161, 210 and 37. Further-
more, ¢;(z) can be some sophisticated polynomial,
e.g. in Ref. 10, Bernstein polynomials are used as
basis functions for the special problems of approx-
imating a 1-dimensional function; and a more gen-
eral example is given in Ref. 61 where an infinite
sum of polynomials called reproducing kernels are
used as ¢;(x) i.e.
o~ 1
¢j(x) = K(X, xj) = Z r(xtxj)r ) (59)
r=0 Pr
with x; being a training sample and p, being a
predefined sequence of positive number satisfying
a specified condition.
o Trigeometry basis net.

When x = =z is one dimensional, the simple
functions sin(jrz),cos(jrz),j = 0,..., N can be
directly used as ¢;(z)'®! while when x € R2?,
cosine bases cos(iwzy)cos(jrzs),i = 1,...,N,

Jj=1,...,N are suggested in Ref. 173. Moreover,
they also take the probability density p(x) in con-
sideration and suggest to first transform x into
u = [, p2]', pip2s = p(x)dzidzs and then the
above cosine basis are used in the space (u1, y2).
However, it seems that this transform is not prac-
tically useful since it is usually quite hard to know

p(x) priori.
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e Projection pursuit.
This is a nonparametric statistical regression
model (Refs. 64, 95 and 12). In this model, all
the weights w;;’s in the output layer are fixed
at constant 1 while basis functions are given by
¢j(x) = gj(x'0;) where 6;,j = 1,...N are nor-
malized unit length vectors for representing N
projection directions and g;,j = 1,..., N are one-
dimensional nonparametric functions. Both the
directions 6;’s and functions g;’s should be de-
termined empirically from training data set, ob-
tained by using an algorithm called backfitting.
Using this algorithm, we initialize g; = 0,0; =
89,5 =1,...,N, then for each j, find first a one-
dimensional smooth function s(x*6;) as the new g;
which “best” fits rj(x) = f(x) — 2&1’# ; 9i(x*6;)
and then solve for a new direction 6; by mini-
mizing 3°F_ [rj (%, — g (x56;)1%/ E:::l r#(x). This
process is iterated until convergence. In order to
estimate g;, techniques such as cubic splines can
be used. Recently, Ref. 254 used this kind of learn-
ing technique to learn 2-Joint robot arm dynamics
and reported reasonable results. This seems to be
an interesting model to be further investigated.
e Basis function tree.

Polynomials have a natural representation as a
tree structure. In this representation, the output
of a subtree determines the weight from that node
to its parent. For example, f(z,y) = az?+bzy+cy
can be expressed into f(z,y) = A(z,y)z + cy =
(az + by)z + cy. In this tree representation, we
have a weight A(z,y) on the link from node z to
the root f(z,y) and a weight ¢ from node y to the
root f(z,y). Furthermore the weight A(z, y) is the
output of a subtree of two nodes ¢ and y in which
there are a weight a from node z to A(z,y) and a
weight b from node y to A(z,y). Based on this
representation, Ref. 188 proposed an algorithm
called the “LMS tree” to approximate functions
by separable basis functions. That is, assuming
that there are a finite set of one variable function
{sr};2, and each basis function ¢;(x) given in
Eq. (55) can be written into

$;j(x) = S50 5,5 (n), (60)

where z, is the pth component of X, 8,5 (zp) is a
scalar function of scalar variable z, chosen from
the set {s;};2; (i.e., r} is an integer between [1,
n,]). In this case, one can regard f;(x) given in
Eq. (55) as a n-order polynomial of n,n variables
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in terms of {s,(zx)}r2,,k = 1,...,n. Thus, the
function can be expressed in the form of a tree of
depth n. The tree can have at most n” number of
nodes. The building of such a tree is very hard for
large n, and n. Reference 188 proposed a solution.
It first arbitrarily select one variable (say ;) for
building the first layer

fi(x) = fi(z1) = Z.wsl)sr(‘cl)- (61)

The parameters w’s are decided through the
Widrow-Hoff LMS learning rule?*® with a constant
learning rate. The learning will reach its balance
with E(Awgl)) = 0 but the variance Var(wsl)) #0
due to the constant learning rate. Thus, in the
next step, the largest of these variance is selected
and the corresponding parameter (say wR)) is
further approximated by one subtree of the second
layer

u = B+ 3 ulsnler), (62

r=1

which use a new variable z5. Here, the error
E(Awgl)g can be used to determine the param-
eters w{!)’s by LMS rule again. In Ref. 188, new
subtrees would include all dimensions and could
be grown below any s.(z,). Thus, a very large
tree will usually be obtained. It is suggested that
weights below a threshold level are set to zero and
any leaf with zero weight can be removed.!33 It is
reported that the algorithm has a very high learn-
ing speed and a very low storage requirement, and
it can also adapt to slowly-varying nonstationary
environments.

Now, let us proceed to the first group of models —
localized basis functions. Studies of these mod-
els have been quite vigorous in the past two years
and probably it forms the second focus point of su-
pervised learning nets after backpropagation. The
typical models includes Multivariate Adaptive Re-
gression Splines (MARS) nets,®® Wavelet function
nets,’®* Restricted Coulomb Energy (RCE) nets
(Refs. 175, 176, 133, 98, 192 and 193), Radial Ba-
sis Function (RBF) nets and variants (Refs. 62, 171,
169, 150, 28, 39, 68, 177, 121, 158, 105, 213, 186, 247,
166, 233, 107 and 24). These models are generating
an ever-increasing interest in the literature.

In the sequel, these models are further reviewed
in detail.

o Multivariate Adaptive Regression Splines (MARS)
nets.
The basic idea is to modify the tensor-product
spline method for regressing or approximating
multivariate functions into some adaptive version
such that the high computational costs can be re-
duced considerably.%® Similar to Eq. (55), a func-
tion can be approximated by the combination of
spline basis as

f,-(x): Zw;;B,(x), 1= 1,....,m, (63)
1

where the basis function set {B;(x)} is obtained
by taking the tensor product of the set of ¢ order
spline functions {a}}{_, {(z; —ti;)% Y, over all
the axes j = 1,...,n of input vector x € R*. That
is, each of the K + ¢ + 1 functions on each axis j
is multiplied by all of the functions corresponding
to all of the other axes k,k = 1,...,n,k # j. As
a result, the total number of basis functions are
(K +¢+1)" which is usually a huge number. Each
basis function is located on a specific one of the
regions partitioned by knots t;j(k = 1,... K,j =
1,...,n).

This simple tensor-product spline basis function
have severe limitations due to computational costs
that preclude their use for high dimensional data
(n > 2). To overcome the limitations, the key
idea of MARS is to select a relatively small subset
among the huge set of (K + ¢+ 1)" basis functions.
The particular subset for a problem at hand is ob-
tained through standard statistical variable subset
selection, treating the basis functions as the “vari-
ables”. At the first step the best single basis func-
tion is chosen. The second step chooses the basis
function that works best in conjunction with the
first. At the mth step, the one that works best
with the m — 1 already selected, is chosen and so
on. The process stops when including additional
basis function fails to improve the approximation.

In Ref. 65, a network implementation that ap-
proximates the above adaptive spline strategy is
described. It is equivalent to selecting a sub-
set of basis functions in such a way that at the
beginning, ¥ = 0,Bo(x) = 1 is chosen as one
basis function, then at the £ = 1 step, choose

f

(xj —tk;)9 is known as the truncated power function, i.e. (z; —
tkj)?‘_ is 0 when x; < txj and (z; — tx;)? when x; > tx; and
there is one for each knot location tkj(k = 1,...K) on each
input axis j(j = 1,...,n).



one z; from the set z;,j = 1,...,n to produce
the second and the third basis functions B (x) =
Bo(x)(z; — tr)}, B2(x) = Bo(x)(tx — z;)%. Fur-

thermore at the k = K step, choose one z;
from the z;,5 = 1,...,n and choose B,, from
the By, k = 1,...,2K + 1 to form another pair

of basis functions Bakya(x) = B.(x)(z; — tx)},
Bik+3(x) = Br(x)(tk — zj)%. The process is
repeated until k reaches its maximum My,ax. Dur-
ing the process, at each k, there are three param-
eters 7, ji,tr that need to be determined. The
goal of training the network is to choose values
for these parameters by the following generalized
cross-validation criterion

GCV = —— E Z(d (%p)

1-1p 1

—f.(xp)z)/ (1—ﬂ“+—1) )

with (dj(x,),x,),p = 1,..., N being the training
set. The training strategy used is a semi-greedy
one. At step K, the GCV criterion is minimized
only with respect to the present ri, ji,tx and the
new weighting parameters in Eq. (63) correspond
to the two new basis functions Bak 42, Bok 43 with
all the pervious parameters fixed. This optimiza-
tion can be done very quickly. The total compu-
tation is O(nNM32,,). Although this method is
obviously suboptimal, experiments conducted by
Ref. 65 show that the better optimization seldom
resulted in even a moderate improvement. The
reason is that the basis functions added later can
compensate for the suboptimal settings of param-
eters introduced earlier.

One interesting property of MARS is that it unifies
additive function and CART models into a single
framework. Both additive and CART approxima-
tions have been highly successful in largely comple-
mentary situations: additive modeling when the
true underlying function is close to additive and
CART when it dominantly involves high order in-
teractions between the input variables. It is hoped
that MARS will be successful at both these ex-
tremes as well as the broad spectrum of situations
between where neither works well. It seems that
further experimental works and applications are
required to be made to test the new model.
Wavelet function net.

Given a function y = f(z) of one real variable
and assuming f € L2(R) the space of square
integrable functions on the real line, then there
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exists a convergent series representation for f(z)
f(z)= Z Z CmnPmn(Z) (65)
m n

where basis functions are of form
Ymn(z) = a"™/2p(a"™z —nb),  (66)

with the function 1 satisfying appropriate admissi-
bility conditions (e.g. 4 = 0) and suitable choices
of @ > 1,b > 0. Here, the representation of f by
Eq. (65) as a series in dilatations and translations
of a single function ¥ is called a wavelet expansion
and the function 4 is known as the analyzing or
mother wavelet for the expansion. Given appro-
priate ¢ and a,b, the expansion parameters ¢,
can be computed in a way similar to that of solv-
ing w;; in Eq. (55) discussed in Sec. 4.1. The key
idea of a wavelet net is, based on a training set,
to appropriately select a mother wavelet 1 and
a,b as well as a finite subset ¥; = {9} such
that f is approximated by the truncated expansion
22 Ymne¥; Cmn¥mn(z). In Ref. 164, ¢ is defined
as P(z) = o(z + 2) + o(z — 2) — 20(z),0(z) =
1/(1 + e=%) and then a,b are chosen appropri-
ately. Furthermore, ¥; is decided according to the
so-called spatio-spectral concentrations of wavelet
¥n and of f. Wavelet expansions for functions
in L2(R™) are also possible,'4? which also makes
it possible to build wavelet nets for approximating
multivariate vector-valued functions.!®4 Presently,
the direction is rather new and more studies are
needed.

Restricted Coulomb Energy (RCE) nets.

The nets are used specifically for classification
purpose, i.e. in the case that given a training pair
{dp,xp} and d, = [dp1,...,dpm]*, we have dp; = 1
if x belongs to class i, otherwise, dp; = 0. In a
RCE net, the localized basis function used here
is very simple, given by ¢;(x) = u(R} — ||x —
¢j||?) where u(r) is a step function ie. u(r) =
Lr > 0,u(r) = 0,7 < 0. In other words,
each basis function specifies a hypersphere in the
pattern space which is centered at c¢; and has a
parameter of radius R;. If an input pattern x
falls into the sphere, the neuron corresponds to
the basis function outputs 1, otherwise, it outputs
0. In the output layer, there are m units each of
which corresponds to a class label, the ith unit is
activated if f;(x) > 0 where f;(x) is again given by
Eq. (55). The training strategy is rather simple. In
the beginning, there is no unit in the net. For the
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first training pattern, a unit is added with ¢; being
equal to the pattern and R; with an arbitrary
value. In the same time, a unit weight is given
to connect the unit to the output-layer unit which
corresponds to the class label of the pattern, i.e.
suppose that the class label of the pattern is r, we
have w,; = 1 for the weights given in Eq. (55).
After a number of training patterns, assume that
there are k units in the net, then when a new
training pattern with label r comes, there are two
possible treatments:

(1) The pattern does not fall in any of the hy-
perspheres defined by these units, the k + 1th
unit is added with ¢x4; being equal to the pat-
tern and Rg41 being the minimum distance
between the pattern to one existing unit which
has unit weight connected to an output-layer-
unit not corresponding to the class label r. In
the same time, we set w,(z41) = 1 (i.e. con-
necting the new unit with unit weight to the
rth unit of the output layer.)

(2) When the pattern falls in the hyperspheres
defined by some units, for each of these units
we check whether it has an unit weight con-
nected to an output-layer unit corresponding
to class label different from r. If yes, the ra-
dius of the unit is reduced such that the hyper-
sphere is shrunken to not include the pattern;
otherwise, nothing is done. This simple learn-
ing algorithm has been described in details by
Refs. 175 and 176.

The RCE net has been studied by a number
of authors (Refs. 175, 176, 133 and 98). It
can be regarded as the modification of the hy-
perspherical classifiers developed in the 1960’s
by Refs. 42, 43, 14 and 15 where the center
vectors c¢;’s can be moved and R;’s can be
either reduced or increased. One main limi-
tation of RCE net is that it works well only
when the class regions are separable. How-
ever, when the class regions have some over-
laps and a pattern comes from such overlapped
regions. There will more than one unit in the
output layer will be activated and the result
conflicts. A remedy is given in Ref. 192, the
idea is to let the weights w,; being not simply
1 but the count of the patterns in the whole
training set which fall in the hypersphere de-
fined by the unit j. Recently, in Ref. 193,
the spherical function u(R? — ||x — ¢;||?) is
further replaced by exp(—||x — ¢;||?) and the

output-layer-units’ output is directly given by
Eq. (55). This new modification of RCE makes
it is quite similar to the RBF nets which will
be surveyed in the following. The only dif-
ference is that in Ref. 193, the training still
uses the simple learning algorithm given above
while in RBF nets other learning methods are
proposed. The recent experimental investiga-
tions on the RCE net by Refs. 133 and 98 also
deserve mention. They have compared the
performances of the RCE net, various back-
propagation nets and some conventional clasi-
fiers like nearest neighbour classifier.

¢ Radial Basis Function (RBF) nets and variants.

The original model of RBF net is obtained simply
by letting ¢;(x) = ¢(||x — x;]|), i.e. in Eq. (58),
let £; = I and ¢(.) be radial symmetric around
the locating center ¢; = x; where X; is a training
sample. Thus, Eq. (55) can be rewritten into

P
filx) = Zwijtﬁ(”)(—xj”),i: L...,m. (67)

j=1

(Note: Here all the samples in the training set have
been used.)

There are many possibilities for selecting ¢(.). The
most common one is Gaussian function G(r) =
exp(—r?) but a number of alternatives can also
be used (Refs. 171, 28, 169 and 39). All these
basis functions may give good results on a train-
ing set but may be different obviously on a
testing set. In other words, we need to select suit-
able basis function according to problems in order
to get good generalization ability.24 It has been
shown that the RBF expansion given in Eq. (67)
is equivalent to the solutions derived from regular-
1zation theory, i.e. least square fitting subjected to
a rotational and translational constraint term by a
different operator.19:253 It has also been shown®®
that this kind of RBF net has not only universal
approximation ability but also best approximation
ability.

However, the simple RBF net given by Eq. (67)
has the serious disadvantage that all the training
samples, which could be a great number, are used.
This will not only cause considerable costs both for
computing and storage but also makes the solution
W of the output layer weights obtained by Eq. (56)
ill-posed, unrobust and of poor generalization abil-
ity. The modification for remedying the problem
have been made along two roads. The first road



is to try to select a subset of the whole training
set Dy, by discarding those not so important sam-
ples so that the number P can be reduced to a
much smaller number K < P. One solution for
this task is the multiedit algorithm,!?! a method
earlier developed for nearest neighbor classifier.5!
The other method along the first road is to let the
space spanned by ® = (6], 615 = $(Ilxi—x;|I?) be
expressed by a set of orthonormal basis vectors and
then to select a subset of these orthonormal basis
vectors incrementally such that the total residu-
als, which result from the projections of the de-
sired outputs d,,p = 1,..., P onto the subspace
spanned by the subset of the orthonormal basis
vectors are as small as possible.3°

The second road is to modify Eq. (67) into

fx) =S wiilllx—el?), i=1,...,m,
] (68)

i.e. to use a few movable location vectors to replace
the direct use of training samples as the locations
of each basis functions. In this case, the key point
is how to determine those ¢;,j = 1,...,n, which
can be regarded as the weight vector of n; hidden
neurons. It is possible to use gradient descent up-
dating 6c; = —o;‘—"’—)’:z through a backpropagation-
like chain rule. 165 But Ref. 150 found that such
kind of learning is very slow. Instead, they use a
modified K-mean clustering algorithm to find n,
cluster centers as cj,j = 1,...,n, to speed up the
learning. In Ref. 158, another version of the K-
mean clustering algorithm is also used for training
these hidden weight vectors. However, one prob-
lem of the K-mean clustering algorithm is that the
number of clusters should be predefined externally.
If this number is not appropriately chosen, the
clustering results may be very poor and thus result
in the poor performance of RBF net. Recently, a
method called Rival Penalized competitive learning
is proposed,?4” which can automatically decide an
appropriate number of clusters for training data
and the experiments have shown that it improves
the performance of RBF considerably.?4” Another
alternative which can locate these movable vectors
c;j in an incremental way is proposed by Ref. 166.
In the beginning, c; is just the first sample, here-
after as a new sample comes, its distance to the
nearest existing movable vector is calculated and
the estimation error of the present RBF net is com-
puted, if both the distance and the error are larger
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than the prespecified thresholds, a new movable
vector is added in the net by simply letting it be-
ing the same as the sample; otherwise, all the ex-
isting movable vectors as well as weight w;j’s are
modified to reduce the error in the gradient de-
scent way through backpropagation by the chain
rule.}®® This method will result in more movable
vectors being used than the above K-mean type
algorithm but the learning may become consider-
ably faster.

The RBF expansion given by Eq. (68) can be
further generalized into

fi(x) = iwijd’([x - ¢]'T; 1 x —¢5))
j=1
i=1,...,m, (69)

where ¥; is a n X n semi-positive matrix. The
simplest case is Tj = 07I,xn (Eq. (69) will reduce
to Eq. (68) when o7 = 1). The parameters o}
affect the influential radius ||x—c;||? of every basis
function located at ¢; and sometime are called the
width of the receptive field of the basis function.
The value of af can be either prespecified which
is actually equivalent to the case of Eq. (68) or
determined by gradient descent updating AO'J? =

—a-% through backpropagation-like chain rule!%°
or some heuristic way jointly used with K-mean
clustering algorithms 158 Recently, Ref. 144 has
also studied how a'] ’s affects RBF net’s learning
and proposed some heuristic design strategies for
adjusting these parameters as well as the number
of hidden neurons.

One more general case for matrix X; is that it is
a diagonal matrix X; = diag[o?,, . ,UJ?,,] i.e. the
width of each basis function is scaled differently
in every dimension. Similarly, ¥; can be also de-
termined by gradlent descent updating A

agf ,t=1,...,n through backpropagatlon-hke

chain rule.!®® But as noted in Ref. 233, the gradi-
ent descent way is easy to get trapped into local
minima, thus they suggested to combine the es-
timation of their parameters with the procedure
of using K-mean clustering algorithms for find-
ing location centers c;j,j = 1,...,n;. A heuristic
formula for estimating these parameters was re-
cently given in Ref. 24. It has also experimentally
revealed that the appropriate selection of these
scaling parameters do improve the generalization
performance of RBF net considerably. The most
general case for matrix X; is that it is a nondiago-
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nal semipositive matrix. This case is equivalent to
the weighted norm case suggested in Ref. 169 and
includes that studied in Ref. 186 as a special case
when ¢; = 0,5 =1,...,n;.

There are also a number of other variants for RBF
nets. In Ref. 69, the RBF net given by Eq. (68) has
been extended to the cases that outlier and nega-
tive samples are also included in the given training
set, by modifying the total error E, to consider the
influences of outlier noises and negative samples
based on the formalism of maximum posterior es-
timation. One other example is to replace Eq. (69)
by

fi(x) =) wijb([x — ;]'S7 x — ¢5])/
j=1

x 3 8l — 5] x - o))
j=1
i=1,...,m, (70)

le. by normalizing the output of hidden neu-
rons. This normalization is usually made when
fi(x) is used for estimating probabilistic den-
sity function.!3%1%8 Moreover, for the special
basis function ¢(||x — ¢;]|?) = —=2

\/2_10_; exp(—-||x -

¢ill?/207) it is shown!®® that Eq. (70) can be
derived from a criterion which minimizes a least
square cost function with the soft constraint that
the mutual information between input and output
is maximized. In Ref. 105, Eq. (70) is further re-
placed by

fi(x) = Z[wu +(x - ¢;)* d;]¢([x — ;]

x 51— ¢;)) / SCER

xEjl[x—cj]), i=1,...,m,

(71)
where X; is a diagonal matrix
E - dlag[ ]1’ aj?n]

and d; is an additional parameter vector. This
variant is motivated by imposing the following
constraint on f;(x)

09 = 3 w6 ]

x 57 e - o) / > ool
xLilx—¢)), i=1,....m (72

and then expanding f;(x) by the first order of Tay-
lor series about c¢;. Reference 213 also proposed
a variant which is somewhat similar to Eq. (71),
given as

fi(x) = E[wu + V-Jx1]¢([x - cJ]t

‘55 ‘[x—c,])/ st([x—c,}‘

x)Jj'l[x—cj]), i=1,...,m.
(73)

One difference here is that d; is replaced by v;;
which may be different from the connections be-
tween a hidden neuron and an output neuron. A
quite good result on signal prediction has been
achieved by this variant.213

In Ref. 107, a more general signal prediction algo-
rithm is proposed for training RBF nets. In the
consideration that in real time signal prediction
the observations are presented sequentially and
only once, they estimate a RBF net’s parameters
© = {W,¢j,%j,j = 1,...,n,} by minimizing the
following modified error criterion instead of that
given by Eq. (56);

O(t) = arg mine /x  IF(x,)
PO - D)Pdx,  (74)

subjected to the constraint F(x;,®) = d; or
(I|IF(x¢,0) — d¢|]|* < ts and t; is a prespeci-
fied error limit) where {x:,d;} is a pair of train-
ing observation at the present time t, F(x¢,0) =
[fl(x’ @), f2(x) e)> ERE) fm(x: e)]t given by Eq. (67)
or Eq. (69) and D C R" is the input pattern space.
Before closing this subsection, we would also like to
note that RBF nets have close relations to Parzen
window estimator for probability density®® and
the probabilistic nets proposed in Refs. 209 and
210. For the classification tasks, let the training
samples x;’s be redenoted by x;;,j = 1,...,Pi,i =
1,...,m, where )_;~, P; = P and x;j represents
the jth sample of class ;. The Parzen window



estimator is given by

f(x)z_l__i(ﬁ(”_x;’f_'l_l_l) i=1 m
1 Piai j=1 a‘. b - PR | )
(75)

similarly where ¢(.) can be either Gaussian func-
tion G(r) = exp(—r?) or a number of alterna-
tives2%° and o is chosen as a function of P; such
that o; — 0, for P, — oo and Po; — oo, for
P, — oo. Here the differences from Eq. (67)
are:

(1) all the w;; =1 for any 1, j;

(2) the output f;’s are decoupled between the
samples of different classes;

(3) oy is a function of number P; of each class.

In fact, here each f;(x) is an estimation of the
probability density of class ¢. In the probabilistic
nets, 299210 4. is fixed and can be the same for all
the classes. When m = 1, the probabilistic net is
Just the special case of RBF net with fixed w;; = 1.
When m > 1, the probabilist nets can be regarded
as m such special RBF nets with each of which
having only one output variable.

4.2. Other supervised learning models

Let us further continue to look at the second and
third categories mentioned in the beginning of Sec. 4
the second category consists of several other interest-
ing supervised learning models. The third category
consists of some models of complex structures using
one or more the previously described learning models
as components.

For the second category, we briefly introduce
three interesting models as follows;

o Kohonen learning vector quantization algorithms.
The algorithms are proposed for training a one
layer net for classification or vector quantization.
The layer consists of a number of units with weight
vectors Wi,k = 1,...,n;. One or several such
weight vectors are used as the prototype vectors
of each of m pattern class. Initially, all the weight
vectors are set randomly or estimated by some
unsupervised learning algorithm (e.g. Kohonen
map!l®). Then they are modified by a training
set of samples. For each sample z, a winner unit
kx is found by k* = argg||x — wi||? and the weight
vector Wi, is modified according to the following
rule
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Awp, = a(x — wg.),  if label(wg,) = label(x)

— a(x — Wks), otherwise, (76)

where 0 < @ < 1 is a learning rate. Moreover,
label (x) denotes the class label of x and label
(Wk«) denotes the class that wy. represents for.
The algorithm is simply called LVQ.116

An improved version of this algorithm called LVQ2
(which is closer in effect to Bayes decision the-
ory when used as classifier) has also proposed by
Kohonen.!1® Let k+ again denotes winner unit
and let k' denote the second winner (ie. k' =
argrze«||x — xi||2). The LVQ2 learning rule is
given by

Awg, = —a(x — Wi, ()

Awk/ = a(x - W]cl) .
The rule is not implemented for every sample x
but only when label(x) # label(wg.), label(x) =
label(wi:) and that x falls in a small window
centered at the decision boundary (perpendicular
bisector plane) between wg, and wy.

It was found that there are two places which could
be further improved. First, because the updates
are proportional to the difference of x and wy.
or x and wys, the update on wy, (correct class)
is of larger magnitude than that on wy (wrong
class); this results in monotonically decreasing
distances ||Wg.—wp||. Second, the continuation of
learning from a good solution may lead to another
asymptotic equilibrium of suboptimum solution.

The two problems were solved by a new version
called LVQ3!17

Aw; = —a(x — w;) (18)
Awj = a(x —wj),
where w;, w; are two closest ones to x. The rule
is implemented when label(w;) # label(w;) and
label(x) = label(w;) as well as x falls in the above
small window. In addition, when label(w;) =
label(w;) = label(x), Eq. (78) is replaced by

Aw; = ay(x — w;),
(79)
Aw; = ay(x —w;j),

where a; is a learning rate different from a.
Feedforward Boltzmann Machine.

As mentioned in the introduction section, the
Boltzmann Machine learning algorithm? is one of
the two main driving forces which caused a new
boost of the study on supervised learning neural
nets. A Boltzmann machine consists of some fixed
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number of two-valued units linked by symmetri-
cal connections w;;’s which forms a network some-
times called a Hopfield net. A set of specific values
taken by all the unit is called a state of the net. An
“energy” function over states is defined and it in
turn induces a Boltzmann distribution over states
in which low-energy states are more probable than
high-energy states. During learning, each sample
of the training set is a vector consisting of a num-
ber of binary values and each value clamps one
unit. All the clamped units called “visible” units
and the others called “hidden” units. The values
that “hidden” units take are free but obey Boltz-
mann distribution defined by the energy function.
The purpose of the learning algorithm given by
Ref. 2 is to estimate the connection weights w;;’s
to maximize the log-likelihood over all the sam-
ples of the training set. Practically, the maximiza-
tion is implemented by gradient-ascent method in
cooperation with simulated annealing technique.
Strictly speaking, Boltzmann machine is not a
feedforward net but a recurrent network. Thus,
we will not go into details about it. Here what we
want to mention is that a similar learning proce-
dure has been recently developed for feedforward
nets (e.g. multilayer perceptron) with the same
purpose as Boltzmann machine by replacing all the
symmetrical connections with forward connections
which resulted in what here we called feedforward
Boltzmann machine.!®® For Boltzmann machine,
the gradient of the log-likelihood function based on
the symmetrical structure contains both a positive
term and a negative term which makes Boltzmann
learning consists of two phases — positive phase
and negative phase respectively. The two phases
are both indispensable for the learning to reach
a stable balance. However, the negative phase
have the disadvantages of increasing computa-
tion considerably and being more sensitive to
statistical errors. Interestingly, for feedforward
Boltzmann machine, the negative term is auto-
matically eliminated in the gradient of the log-
likelihood function based on the forward structure.
This increases the learning speed of Boltzmann
machine which is painfully slow. It was also found
that these forward nets have close relation with
Belief networks'®” developed in the literature of
uncertainty reasoning in artificial intelligence.

Learning from examples and queries.
Up to now, all the learning algorithms which we
have discussed are based on a set of training data

Dy = {(xp,dp),p=1,...,Np}, where for each x,
there already exists a desired output d, and each
of such pair forms an example. In other words, all
these algorithms learn from examples. Recently,
several researchers attempt to introduce queries
into some learning algorithms too (Refs. 19, 99 and
249). For such an algorithm, first some examples
are used for learning and then the partially trained
algorithm generates one or a number of inputs
Xp,p = 1,...,m, and asks a supervisor to give
their corresponding desired outputs. That is, in
addition to using examples in a prespecified train-
ing set, many examples are deliberately generated,
in response to queries and used during the learn-
ing process. This policy may give several advan-
tages. First, for a real application of only a small
set of training samples, the query provides a plau-
sible way for collecting more examples. Second,
some examples (e.g. those near decision bound-
aries when a net is used for classification purpose)
are more critical than others and the query can
pay more attention on obtaining these examples
so that the required time and the number of ex-
amples can be reduced and the performance of the
net can be improved.

In Ref. 19, an algorithm is proposed to train, from
examples and queries, a classification network with
n input variables connected to k hidden threshold
units. The learning process consists of two steps.
First, k hyperplanes are searched for k hidden
units as their separating hyperplanes. Then, the
perceptron algorithm (or some other algorithm) is
used for training the output layer. The key idea
for finding a separating plane is as follows:

Let x4 be a positive example and x_ be a negative
example (e.g. x4 belongs to one class and z_ does
not belong to the class). Let x = (x4 +x_)/2 and
query whether x is a positive or negative example.
If positive, query the point halfway between x
and x_ and so on. Repeating this process ¢
times gives a point yo on a separating hyperplane
with ¢ bits of precision. Then let q = yo + €
for € a small random vector and query whether
q is a positive or negative example. If (say)
negative, query a point near q in the direction of
z4. A few queries again suffice to give a point
p on a separating hyperplane. We may establish
rapidly that y, and p lie on the same separating
hyperplane, since if they do, so do other points on
the line which connects them. By repeating the
process for several perturbations e, we may find



n points on the same hyperplane which determine
the hyperplane.

Based on this key idea, given a set of example pairs
Sp = {(xi, x'),i=1,..., N}, areasonable search
process is to randomly call a pair from S, without
replacement and for each pair find a separating
plane until either

(a) we have found k distinct separating planes,
in which case we know we are done, or
(b) we have exhausted all pairs in S.

In Refs. 99 and 249, the query techniques are
combined into the learning process of backprop-
agation for multilayer perceptron. First, a given
training set is used to train a network and the par-
tially trained net generates input samples which
are located near decision boundaries through
queries.  Second, these queried examples are
used in the same manner as using examples of
those training sets to refine the network by back-
propagation again. The key point for generating
querying samples is inverse mapping, i.e. giving
an output vector, one tries to find the correspond-
ing input vector or vectors. In Ref. 99, an output
vector d which reflects a class boundary (e.g. a
vector has its gth component being 0.5 can reflect
the boundary of the ¢ class) is used as the desired
output and then the corresponding input vector
x is searched so that the least square errors Ej
is minimized. The search is implemented in such
a way that the error E, is backpropagated down
to the input level without changing weights of the
nets and then the input is changed according to

0FE,

(80)
As aresult, the trajectory of these changes forms a
set of input examples which roughly constitutes a
decision boundary. In sequence, for each point on
the boundary, a conjugate pair which is near the
boundary point and perpendicular to the bound-
ary is chosen as a pair of querying samples. In
this way, by inverting every vector which reflects
the boundary of its correspondent class we can
get a lot of querying samples near every decision
boundary. A different way of generating querying
samples is proposed in Ref. 249. There, a seed
input x from one class is presented to a trained
networks and a desired output d of another input
from a different class is used as the desire output
to form a pair (x,d). The error E; corresponding
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to the pair is backpropagated down to the input
level without changing weights of the nets, and the
input is changed according to Eq. (80). Then the
points on the resulted trajectory of these changes
are used as querying samples.

The third category consists of models of various
complex structures, e.g. modular architecture, hier-
archy architecture and others. These complex struc-
tures take some of the previously reviewed models
as components so that the characteristics of differ-
ent learning models can be combined, the computa-
tion costs can be reduced and the performances can
be improved. In the following, we introduce several
examples of this category:

o Adaptive miztures of modules.

Given subnets (or called modules/experts) s;,i =
1,...,n.;,, with each having input x and output y;
and given another subnet called a gating network
which has n,, output variables g;,7 = 1,...,np,
with g; > 0 and ) ;™ g;i = 1 (for a net with
outputs 0;,7 = 1,...,n,, which do not satisfy the
condition, one can just normalize these outputs
by g; = €%/ _7m e°), we mixture the outputs of
subnets by weighted sum

y= %gaya : (81)
i=1 ;

Then we use a training set Dy, = {(xp,dp),p =
1,...,N,} to modify the weights of each subnets as
well as the gating net so that the following function
is maximized by gradient ascent method

N _ L
In Lp =In Z gie i?'“y(x,) »ll ’ (82)
i=1

where o7 are scaling parameters associated with

the ith subnet and these parameters are also mod-
ified by gradient ascent. Either the gating net
or each of the subnets can be a multilayer feed-
forward net which is trained by chain rule to get
the gradients with weights in the lower levels. This
architecture was recently proposed by Refs. 103
and 159 and it has been reported that this archi-
tecture can decompose a task into several com-
ponents and each of them is distributed to a
subnet through competitive and associative learn-
ing which is naturally emerged by the maximiza-
tion of Eq. (82) in gradient ascent way. In Ref. 244,
a different version of the architecture was proposed
for combining the classification results of multiple
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classifiers. It has three main differences from that
given in Refs. 103 and 159. First, each classifier
(corresponding to each module here) can be ei-
ther a neural net or any other conventional classi-
fier. Second, each classifier (or equivalently all the
weights of each subnet) have ‘already been trained
before considering combination and the purpose
here is just to combine a number of already de-
signed classifiers instead of training both the gat-
ing net and each subnet in the same time. Third,
the parameters of the gating net are adjusted not
by maximizing Eq. (82) but by a criterion based on
an induced vector which accounts the correctness
of each classifier for each input.

e Hierarchical structures.

For the pattern classification problems, the tree
classifier is quite useful when the number N, of
class is large and/or the dimension n of input x
is high. In a tree classifier, a classifier at the root
node divide a given training pattern set into at
most N subsets. FEach subset is assigned to a
child node. This process is repeated for each child
node in a recursive manner until each subset corre-
sponds to a single class. These single class subsets
correspond to the leaf nodes of the tree. The leaf
nodes are labeled according to the class they re-
present. To design such a tree, there are several
issues to be considered. First, at each node, given
m child nodes, there are many ways to partition
a subset into m smaller subsets. Moreover, m can
also take a number of values (at most N, values).
Second, a subset can be divided based on either all
of the component variables of x or just on a sub-
set of the set of n components. This again gives
a lot of possibilities. Third, for each node how
can we design a suitable classifier to partition its
subset? In the literature of conventional pattern
recognition and statistics decision analysis, there
have been a great number of studies on tree clas-
sifiers. The results of these studies can be directly
adopted to neural network literature. The simple
way is just let each node of a tree be a neural net-
work classifier as what was made in Refs. 214 and
187. Due to the tree structure, each classifier can
be very simple, e.g. in Ref. 187 each classifier is
just a one layer feedforward network.

Hierarchical structure can also be used for regres-
sion problem. The so-called Bumptree is proposed
for the purpose.'®® By this model, a training data
set is organized into a tree data structure with each
node covering a bump-like subset of input pattern

space. A bumplike subset is defined by a so-called
bump function which specifies the range of support
and the size of the bump. The size of the bump-like
subset gradually decreases from the root to a leaf.
At each leaf, an affine regression is made based
on the training samples falling within the corre-
sponding local bump region. When a test pattern
comes, a searching process is made to find those
leaf nodes that their bump regions over the input
pattern, then the results of every regression func-
tion of these leaf nodes are weightedly summed to
give the final regression value for the current in-
put x (where the related weights are determined
by the normalized values of the bump function at
each of these leaf nodes).
e Other structures.

There are also a number of other ways for com-
bining different learning model to form a complex
structure, e.g. in Ref. 23, a multilayer perceptron
trained by backpropagation is used as a module
at the first stage and then its output is further
inputed to a module based Kohonen’s LVQ1 learn-
ing algorithm. Some more examples are given in
Refs. 40, 16 and 25.

5. Summary

Recent advances on techniques of static feedforward
networks with supervised learning have been rather
systematically reviewed. The survey was made by
summarizing a great number of developments into
four aspects:

(1) various improvements and variants made on
the classical backpropagation techniques for
Multilayer (static) perceptron nets.

(2) anumber of other learning methods for train-
ing Multilayer (static) perceptron.

(3) various other feedforward models which are
also able to implement function approxima-
tion, probability density estimation and clas-
sification.

(4) models with complex structures, e.g. mod-
ular architecture, hierarchy architecture and
others.

These aspects basically cover the whole picture
of the present state of supervised learning techniques
for training static feedforward networks. We should
note that the theoretical aspects of supervised learn-
ing for static feedforward networks have also ex-
perienced a tremendous development with many
interesting theoretical results in the recent years.



However, due to space limitations, we have to leave
the survey on this aspect elsewhere.
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