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A Networked World

% citation % social, %trade Yeconomic %gene regulatory, - - -
Data: adjacency matrix X € {0,1}7*"
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A Networked World

% citation % social, %trade Yeconomic %gene regulatory, - - -
Data: adjacency matrix X € {0,1}™<"

How to quantify uncertainty

that a given pair of nodes are in the same community?
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A Motivating Example

@ A university karate club network data (Zachary, 1977) for 34
members (Girvan and Newman, 2002)

Edge links two members spent much time together outside
club meetings
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A Network with Non-Overlapping Communities
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* Network structure obtained based on stochastic block model via spectral clustering

What if a different model is used?
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A Network with Overlapping Communities

Mixed membership model: Each node now equipped with a

vector of membership probabilities

Y Communities using mixed membership model

=] F
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Uncertainty quantification

(a) Non-overlapping (b) Overlapping

Can we quantify the uncertainties
of links?
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A Sneak Peek of Our Results

P-values for pairwise comparison

7 8 9 10 27

7 1.0000 0.1278 0.0012 0.0685 0.0145
8 0.1278 1.0000 0.0026 0.0052 0.0000
0.0012 0.0026 1.0000 0.3308 0.0540

10 0.0685 0.0052 0.3308 1.0000 0.4155
27 0.0145 0.0000 0.0540 0.4155 1.0000

How to get these P-values?

Applications: % Dim-reduction % network centrality
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Connections with Factor-adjusted sparsity

Data: {X;}7_, Factor model: X; = u+ Bf; +u;

Assumption: X, or X" sparse

# Brain Scans

# Time Points # Experiments

P T

# Stocks
# Genes
# Voxels

Modeling sparsity: ;' = Q = al, +BL,

Graph Laplancian: L, =1, — D~ '/2XD~1/2, D = diag(dh,--- ,dp)
HMw; =0 <= anedge

BCommunities of nodes can be learned and inferenced.

Large Scale Network Inference
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Related Literature

e Community detection: Y Algorithms: Newman (2013a,b), Zhang and

Moore (2014), ... Y SMB: Holland et al. (1983), Wang and Wong (1987), Bickel and
Chen (09, 12), Abbe (2017), Li, Levina, Zhu (2019); Yk Degree-Corrected SBM
Karrer and Newman (2011); Zhao, Levina, and Zhu (2012), Y Mixed Member:

Airoldi et al. (2008); ...

@ Spectral methods: Rohe et al. (2011), Lei and Rinaldo (2015), Jin (2015),

Abbe et al. (2017), ...

@ Hypothesis testing: Bickel and Sarkar (2016), Lei (2016), Wang and Bickel

(2017), ...

o Link prediction Liben-Nowell and Kieinberg (2007), Wu et al. (2018),...
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Mixed Membership Models
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Stochastic Block Model

K disjoint communities (,--- , Ck, with
P(Xj=1) = pw, fori € C,j € G, indep.
Edge probability: P = (p; j)kx k-

Degree-corrected: P(Xj; = 1) = 6,0;px, i€ Ck,j€ Q.

Erdés-Rényi graph: p; = p, degenerate
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Mixed Membership Profile

BMEach node i/ has

P(node 7 belongs to community Cx) = 7;j(k)

% Probability vector 7i; = (m;(1),---,mi(K))" € RK is the
membership profile

% T; = ey reduces to communication detection.

Hypothesis testing: For any two members,

Ho:mi=m; vs. H1ZTE,'7éTCj
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Mixed Membership Model

Adjacency matrix X = (Xj) € R"™",

(Bhattacharyya and Bickel, 2016; Abbe, 2017; Le, Levina and Vershynin, 201 8)

Xij ~indep Bernoulli( hjj), fori>j

Connection Probability: (airodi Blei, Fienberg and Xing, 2008)

P(Xj=1li € Ck,j € C) = 8i0pw,

*P = (px) € R¥*K is nonsingular irreducible symmetric, py € [0,1].
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Link with data

Edge probability

K
P(Xj=1)= Z

Npw = hy.

HMx

Mixed Membership Model: With N = (wy,---, ;)" € R™K

X=H+W, H=0nen’e,
* O = diag(61,---,0,), *W = X — EX is generalized Wigner matrix

@ Assume number of communities K is finite but unknown

@ Including SBM as a special case
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Flexible Network Inference

under degree homogeneity
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Connections with spectral method

Assumption: © = /61, 0 —0.

oy TC1TPTC1 TC1TPTEQ TC1TPTCn
EX=H=0N P N’ =0 | n,"Pn; m'Pn, --- m'Px,

rank K

% Eigenspace of H = column space spanned by I1
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Eigen-structures

% Population Eigen-decomposition: H= VDV’

o D =diag(dk, ..., dx) with |c4| > --- > |dk| > 0.

o V= (vq,...,vx) € R™K is orthonormal matrix of eigenvectors

% Rows of V are the same if T; = 7t; by permutation

 If {m;}[_; has m clusters, rows of V have also m clusters.

-k-mean

% Sample Eigen-decomposition: X =V, D,V

o WOLG, assume |dy| > --- > |dp| and let V = (Vy, .., Vk) € R™K

e can have n nonzero eigenvalues
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An ldeal Test Statistic

e By permutation argument, 1 = mj <= V(i) = V(j)

o Ideal test statistic:

T = (V() = VG)TZT(V() - V()
e X is asymptotic variance — challenge to derive

¥ =cov((e;—e;)"WVD™")
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Technical Conditions

A1) mini<i<k—1 |(|j “ > 1+ ¢y, oc = max;var(Yiq Xj) — oo.
A2) kK(ﬂTﬂ) >cin, Ak(P) >cy,and 0 >n"%2,0< ¢,c0 < 1.

A3) All eigenvalues of i?6X 4 are bounded away from 0 and oo.

% 0O, measures sparsity of network

% Node degree is of order n6 > n'~—% and A2) ensures

de~nB, k=1, K
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Asymptotic Distributions

Theorem 1: Assume A1)-A3).
a) Under Null hypothesis Hy,

d
Ti — X%, as n—

b) Under contiguous alternative v/'n6||n; — ;|| — oo, then

T,’j—>°0.

o) If |7t — 7| ~ —==. and (V(7) V() E; " (V() ~ V() — ., then

Tj - 42 (w)
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Practical Test Statistic

BMReplace K and X1 in Tj; by K and §1 = Tjj.

Theorem 2: Assume that the following accuracy:

P(K=K)=1—0(1) and n?[S;—Xi|l2=0,(1).
Then, the same results as in Theorem 1 continue to hold for ?ij.
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Practical Test Statistic

BMReplace K and X1 in Tj; by K and §1 = Tjj.

Theorem 2: Assume that the following accuracy:

P(K=K)=1—0(1) and n?[S;—Xi|l2=0,(1).
Then, the same results as in Theorem 1 continue to hold for ?ij.

How to estimate K and 2,?
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Estimation of Unknown Parameters

n
K= #{d,-; d? > 2.01(Iogn)m_axZX,j,}
I ;

j=1

Proposition: The (a, b) entry of matrix X+ is

1 2 2 . , ) )
dads { te%%j} I%}j} oaVa(Vb(1) +05Va(i) — va()][Vs(s) —Vb(l)]}

BPlug in: estimating Gib = var(Xz) is somewhat complicated.
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. . 2
Estimating 0%,

W, With Wo = (o) = 8 kv, is not good enough.

Wr‘jx>

X
H

Refined estimator: Inspired by the expansion of ak.

1 Calculate the initial estimator Wo
2 Update the estimator of di by

dk d?

=shrinkage

~ 1 V] diag(W2)vy\ 1
dk:( +vk iag( 0)vk)

3 Update the estimator of W as W = X — YX_, djVkV/.
- 2 neG2 _ o2
Estimate 0%, as 6%, = Wy,
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Consistency of estimated parameters

Proposition: Under Conditions A1)-A3), we have

~

P(K=K)—1, and n?8S;—X1|2=o0,(1).

Corollary: The critical region

{Ti>a%, )

is asymptotic size oo and asymptotic power one when

vV n9||n,- —TCjH —>
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Flexible Network Inference

under degree hoterogeneity
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Degree Corrected Mixed Membership

Model: (Zhang, Levina and Zhu, 2014; Jin, Ke and Luo, 2017, ...)

H=0MNPN'®, O =diag(6s,...,0,)

Eigen-ratio: V/v; gets rid of heterogeneity. (in, 2015)

am=m it v <<k

<>

Ratio Statistics: Y (i, k) =
% Build test by comparing Y;

-

(; with 0/0 defined as 1
= (Y(i,2),---, Y(i,K))T with Y;
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An Ideal Test for Hp : w; = T;

Gij=(Yi—Y) ;' (Yi-Y))

@ 2, = asymp. var. matrix of Y; —Y;

o X, = cov(f) with f = (f,- -+, fx) T with

e/ Wy e/ Wy k(e[ Wy, vi(j)e] Wy,

() () R 13 (j)
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Technical Conditions

A4) mini<k<k |9\&(| > Con, anin > n % for cp,c3 € (0,1), and
emax < C4emin-

A5) P= (pk/) > 0 irreducible, nmin1§k§K7 t:,-Jvar(etTva) — o0

A6) All eigenvalues of nB2 . cov(f) are bounded away from 0

and oo

WA4)-A5) are similar to those in Jin et al. (2017)
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Asymptotic Distributions

Theorem 3: Assume A1), A4)—A6)

a) UnderHo, Gj — %2 _,

Theorem 4: For substitution test a‘,-, with

P(K = K) =1—0(1) and n6?,,,[|S2 — 2|2 = 0p(1),

the same results as in Theorem 3 hold.
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Estimation of Unknown Parameters

% Use the same thresholding estimator for K

Proposition: The (a, b) entry of matrix X, takes the form

{ i |:11Va+1(/) Va+1(/)V1(/)] [f1Vb+1(/; _ "b+1(’3"1( )}

iy Ltarva(i) vy (i)? tor1v1 (i v1(i)?
v 3 o[- i [~ )
[l )
i “"2&3)2 Y}

% tx very complicated, estimated by ak
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Asymptotic size and test

Proposition: The rejection region
A 2
{Gj > XR—1,1—oc}
has asymptotic size o and the asymptotic power one when

kg(n;n,-TJrnﬂth) >

2
nemin

l@,-j can be used under degree homogeneity, but 7’,-,- has
better practical performance in this case.
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Numerical Studies
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Simulations: K Known

e Model: %K = 3, %3 pure nodes, %4 mixed membership;
e n € {1500,3000}, Nsim = 500, sig. level 0.05
e For mixed membership model, 6 € {0.2,0.3,---,0.9}

e For degree corrected mixed membership model,
0, ~ U[r',2r " with > € {0.2,0.3,---,0.9}

e X and X, are estimated from data

ing Fan (Pri Uni ity) Large Scale Network Inference



Size and Power

n= 1500, size at 1y = (0.2,0.6,0.2), power at T, = (0,1,0)
6 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Model 1 | Size 0.058 0.046 0.06 0.05 0.05 0.058 0.036 0.05
Power 0.734 0936 0.986 0.998 1 1 1 1
r? 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Model 2 | Size 0.076 0.062 0.072 0.062 0.074 0.046 0.044 0.056
Power 0.426 0562 0.696 0.77 0.89 0.93 0.952 0.976
n = 3000, size at my = (0.2,0.6,0.2), power at 7, = (0,1,0)
6 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Model 1 | Size 0.082 0.066 0.052 0.052 0.044 0.042 0.038 0.062
Power 0.936 0.994 1 1 1 1 1 1
r? 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Model 2 | Size 0.082 0.06 0.062 0.058 0.062 0.066 0.064 0.06
Power  0.67 0.842 0918 0.972 0.99 1 1 1
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Asymptotic Null Distributions

< ]
c 7 ofs
<
™ S 7
24
o {f1)
z z °
g o~ | @
o © &
o o o
S
=
o —
2
o o
[S) [S)
[ T T T T T 1 [ T T T T 1
0 2 4 6 8 10 12 0 2 4 6 8 10
A A
T Gy

% Left: Dist of 7’,-,- with © = 0.9 (Blue curve is x%). n = 3000.
*Right: Dist of G with r2 = 0.9 (Blue curve is 2).
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Simulations: K Unknown

Estimation accuracy of K, n = 3000

8(®) 02 03 04 05 06 07 08 09
MM P(K = K) 1 1 1 1 1 1 1 1
P(K<K) 1 1 1 1 1 1 1 1
DCMM | P(K=K) 0 0 0 1 1 1 1 1
P(K < K) 1 1 1 1 1 1 1 1
Size and power, size at 1y = (0.2,0.6,0.2), power at T, = (0,1,0)
0 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Model 1 | Size  0.082 0066 0052 0.052 0044 0042 0.038 0.062
Power 0936 0994 1 1 1 1 1 1
r 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Model2 | Size  0.054 0.058 0.062 0.058 0.062 0.066 0.064 0.06
Power 0.074 0042 0918 0972 099 1 1 1
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U.S. Political Data

@ 105 political books sold online in 2004 (V. Krebs, source:

http://www.orgnet.com)

@ Links between two books represent frequency co-purchasing of

books by the same buyers

@ Books have been assigned manually three labels (conservative,

liberal, and neutral) by M. E. J. Newman

@ Such labels may not be accurate (e.g. mixed members)
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Comparisons of selected books

@ Consider mixed memberships with K =2 communities

@ Consider the same 9 books reported in Jin et al. (2017)

Title Label (by Newman) | Node index
Empire neutral 1
The Future of Freedom neutral 2
Rise of the Vulcans conservative 3
All the Shah’s Men neutral 4
Bush at War conservative 5
Plan of Attack neutral 6
Power Plays neutral 7
Meant To Be neutral 8
The Bushes conservative 9
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P-values Based on Tj

Node 1(N) 2(N) 3(C) 4(N) 5(C) 6(N) 7(N) 8(N) 9(C)

1(N) 1.0000 0.6766 0.0298 0.3112 0.0248 0.0000 0.0574 0.1013  0.0449
2(N) 0.6766 1.0000 0.0261 0.2487 0.0204 0.0000 0.0643 0.1184  0.0407
3(C) 0.0298 0.0261 1.0000 0.1546 0.2129 0.0013 0.0326 0.0513  0.9249
4(N) 0.3112 0.2487 0.1546 1.0000 0.3206 0.0034 0.0236 0.0497 0.2121
5(C) 0.0248 0.0204 0.2129 0.3206 1.0000 0.0991 0.0042 0.0084 0.2574
6(N) 0.0000 0.0000 0.0013 0.0034 0.0991 1.0000 0.0000 0.0000 0.0035
7(N) 0.0574 0.0643 0.0326 0.0236  0.0042 0.0000 1.0000 0.9004 0.0834
8(N) 0.1013 0.1184 0.0513 0.0497 0.0084 0.0000 0.9004 1.0000 0.1113
9(C) 0.0449 0.0407 0.9249 0.2121 0.2574 0.0035 0.0834 0.1113  1.0000
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P-values Based on Gj

Node 1(N) 2(N) 3(C) 4(N) 5(C) 6(N) 7(N) 8(N) 9(C)

1(N) 1.0000 0.4403 0.1730 0.4563 0.8307 0.5361 0.0000 0.0000 0.1920
2(N) 0.4403 1.0000 0.0773 0.9721 0.3665 0.6972 0.0000 0.0000 0.1144
3(C) 0.1730 0.0773 1.0000 0.0792 0.1337 0.0885 0.0000 0.0000 0.8141
4(N) 0.4563 0.9721 0.0792 1.0000 0.4256 0.7624 0.0000 0.0000 0.1153
5(C) 0.8307 0.3665 0.1337 0.4256 1.0000 0.5402 0.0000 0.0000 0.1591
6(N) 0.5361 0.6972 0.0885 0.7624 0.5402 1.0000 0.0000 0.0000 0.1294
7(N)  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.9778 0.0000
8(N) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.9778 1.0000 0.0000
9(C) 0.1920 0.1144 0.8141 0.1153 0.1591  0.1294  0.0000  0.0000  1.0000
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Test-distance and P-values based clustering
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*distances E—‘:,-j Y used P-values of é[j as weights;  ¥%no links when P-value < 5%.

%red: C; Blue: Liberal; yellow: Neutral Consistent w/ Newman'’s labels
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Summary

e Our work represents a first attempt to address community
detection with statistical significance.

@ We proposed two tests for equality of membership profiles
any given pair of nodes (MMM w/ and w/o degree corr.)

@ Our method is pivotal to unknown parameters including K.

e We have provided theoretical justifications of our results
and illustrated the method with estimated K.
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The End

e Fan, J, Fan, Y., Han, X. and Lv, J. (2018). Asymptotic theory of
eigenvectors for large random matrices. Manuscript.

e Fan, J., Fan, Y., Han, X. and Lv, J. (2019). SIMPLE: Statistical Inference
on Membership Profiles in Large Networks. Manuscript.
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